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Preface

Welcome to the proceedings of MMB and DFT 2016! We are very pleased to present
this LNCS volume with its contributions on performance and dependability evaluation
techniques for distributed and embedded systems, computer and software architectures,
and communication networks.

This volume contains the papers that were presented at the 18th International
GI/ITG Conference on Measurement, Modelling and Evaluation of Computing Sys-
tems and Dependability and Fault Tolerance (MMB and DFT 2016) held during April
4-6, 2016, in Miinster, Germany.

Following a thorough review procedure with at least three reviews per submission
and a careful selection process, the Program Committee of MMB and DFT 2016
compiled an interesting scientific program comprising 12 regular papers and three tool
presentations.

Since the start of the biennial MMB conference series in the early 1980’s, we have
seen substantial changes in the field of performance evaluation, dependability, and
fault-tolerance of computer and communication systems. This is, for example, reflected
in the relatively large number of submissions that deal with a very interesting and
highly relevant field of research, namely, smart grids. We believe that for this com-
munity, it is very important to address new and exciting applications and investigate
how the knowledge that is available in our community can be applied to these.

Besides the main program, the conference hosted three satellite workshops covering
related research topics:

— The 8th International Workshop on Practical Applications of Stochastic Modelling
(PASM)

— The Third Workshop on Network Calculus (WoNeCa)

— The Workshop on E-mobility and Smart Grids: Challenges and Opportunities
(E-mobility)

By hosting these workshop, we hope to foster interaction between strongly related
communities.

We were very fortunate to include two very interesting and relevant keynote pre-
sentation in the conference program:

— “DDoS 3.0: How Terrorists Bring Down the Internet” by Prof. Dr. Ir. Aiko Pras,
University of Twente, The Netherlands

— “From Transient Analysis to Probabilistic Model Checking of Markov Regenerative
Processes” by Prof. Dr. Enrico Vicario, University of Florence, Italy



VI Preface

To enable cross-fertilization between the conference and the satellite workshops, we
included two additional invited talks that covered the research areas of the satellite
workshops and that fit, from our perspective, very well in the scope of the main
conference:

“Critical Machine-to-Machine Communications: Performance Models vs. Reality in
the 107'° Regime,” by Prof. Dr. James Gross, Royal Institute of Technology,
Stockholm, Sweden

— “Open Analysis of Crowdsourced Car Sensor Data: The enviroCar Project,” by Dr.
Christoph Stasch, 52 North, Miinster, Germany

As conference chairs, we express our gratitude to all members of the Program
Committee and all external reviewers for their dedicated service, maintaining the
quality objectives of the conference, and for the timely provision of their valuable
reviews.

We thank all the authors for their submissions, all the speakers for their lively
presentations, and all the participants for their contributions to interesting discussions.
We acknowledge the support of the EasyChair conference system and express our
gratitude to its management team for their commitment to serve the scientific com-
munity. Further, we thank Springer for unceasing support and excellent management
of the LNCS publishing process.

Finally, it is our hope that readers will find these MMB and DFT 2016 proceedings
informative and useful for their future research on measurement, modelling, analysis,
and performance evaluation of advanced computer and communication systems.

February 2016 Anne Remke
Boudewijn R. Haverkort
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DDoS 3.0 - How Terrorists Bring Down
the Internet

Aiko Pras, José Jair Santanna, Jessica Steinberger,
and Anna Sperotto

University of Twente
Enschede, The Netherlands
{a.pras, j. j. santanna, a. sperotto}@utwente.nl,
jessica. steinberger@h-da. de

Abstract. Dependable operation of the Internet is of crucial importance for our
society. In recent years Distributed Denial of Service (DDoS) attacks have
quickly become a major problem for the Internet. Most of these attacks are
initiated by kids that target schools, ISPs, banks and web-shops; the
Dutch NREN (SURFNet), for example, sees around 10 of such attacks per day.
Performing attacks is extremely simple, since many websites offer “DDoS as a
Service”; in fact it is easier to order a DDoS attack than to book a hotel! The
websites that offer such DDoS attacks are called “Booters” or “Stressers”, and
are able to perform attacks with a strength of many Gbps. Although current
attempts to mitigate attacks seem promising, analysis of recent attacks learns
that it is quite easy to build next generation attack tools that are able to generate
DDoS attacks with a strength thousand to one million times higher than the ones
we see today. If such tools are used by nation-states or, more likely, terrorists, it
should be possible to completely stop the Internet. This paper argues that we
should prepare for such novel attacks.



Open Analysis of Crowdsourced Car Sensor
Data - The enviroCar Project

Christoph Stasch, Albert Remke, Arne de Wall, and Matthes Rieke

52°North Open Source Software GmbH, Miinster, Germany
{c.stasch, a. remke, a. dewall, m. rieke}@52north. org

Cars are equipped with various sensors used to monitor the engine and its environment.
By using the so-called On-Board-Diagnostics I (OBD-II) interface, these sensors can
be assessed by external devices. The enviroCar project’ consists of an open infras-
tructure that utilizes this technology in order to enable drivers to collect, analyze, share
and discuss car sensor data [1]. As shown in Fig. 1, the enviroCar infrastructure
consists of an app, a server component, various analysis tools, and a community portal.
The enviroCar app allows car drivers to connect their Android mobile phones to car
sensors using an OBD bluetooth adapter. The app provides feedback while driving and
allows uploading recorded tracks to the enviroCar server, where the data is publicly and
anonymized accessible as open data. Thereby, the user still has full control on all of his
tracks and can view them or delete them, in case he does not want a specific track to be
shared. The enviroCar server is implemented as a RESTful Web Service with a
MongoDB at the backend. It receives new tracks as JSON and provides several
additional formats like CSV for download.

enviroCar App enviroCar Community Portal

et

“Bag

Fig. 1. Overview on the enviroCar infrastructure

enviroCar

Server

The enviroCar community portal serves as the main entry point for enviroCar
members. Members can explore and analyze their own tracks, compare their driving
statistics to other members, and share tracks via social media platforms like Facebook

! General information about the project can be found at http://www.envirocar.org.


http://www.envirocar.org
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or Twitter. Several additional analysis tools using the open enviroCar data set
(or subsets of it) are currently developed. These include, for instance, an R package”
allowing to load enviroCar tracks into R and to apply further statistical analysis or
interpolations. Based upon this, a fuzzy-based map matching algorithm following
Quddus [2] has been implemented in R to match the track measurements to street
segments in OSM®. In addition, several online maps that aggregate the tracks are
available, e.g. for showing emission hotspots or aggregated speed measurements”.

Current research of the enviroCar project focuses on improving and automating the
map matching of tracks, on developing common interfaces and tools to collaborate on
and exchange analysis functionality and discuss analysis results. Other topics include
statistical analysis of trajectories. As fuel consumption and emissions are not directly
measured, they need to be estimated from other parameters like mass air flow and
lambda voltage sensors which measure the proportion of oxygen exhaust. Improving
this estimation and accessing the uncertainty in the estimates is a further topic of
current research.

Future potential applications of the enviroCar infrastructure are manifold: Urban
and traffic planners can use the platform for discussing traffic measures and monitoring
the measures’ effects with the public. Scientists may utilize the data for developing and
evaluating novel analysis methods and algorithms. As an example, first attempts for
using the data for consumption-based routing have resulted in promising results.
However, for this purpose the data base still needs to be enlarged and problems like, for
example, selection bias need to be considered.

While the current data is gathered from fuel-powered cars, we also consider the
enviroCar infrastructure as a basis for monitoring the future deployment of e-cars. The
approach for consumption-based routing may also be applied to e-cars. Furthermore,
information about power consumption of individual drivers may be used to derive
individual ranges that drivers may reach without re-charging the battery.

References

1. Broring, A., Remke, A., Stasch, C., Autermann, C., Rieke, M., Mollers, J.: enviroCar: a
citizen science platform for analyzing and mapping crowd-sourced car sensor data. Trans. GIS
19(3), 362-376 (2015)

2. Quddus, M.A.: High integrity map matching algorithms for advanced transport telematics
applications. PhD thesis, Imperial College London, UK (2006)

2 More information about the enviroCaR package can be found at https://github.com/enviroCar/
enviroCaR.

3 The package can be downloaded from https://cran.r-project.org/src/contrib/Archive/fuzzyMM/.
* See the Maps & Statistics section on http://envirocar.org for more information.
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From Transient Analysis to Probabilistic
Model Checking of Markov
Regenerative Processes

Enrico Vicario

Department of Information Engineering, University of Florence, Florence, Italy
enrico.vicario@unifi.it

Keywords: non-Markovian models * Stochastic Petri nets « Numerical solution »
Markov regenerative processes * Markov renewal theory ¢ Probabilistic model
checking

1 Talk Outline

In the engineering of systems exposed to the intertwined effects of concurrency and
uncertainty, verification of quantitative properties of stochastic models enables early
assessment of design choices and provides model driven guidance for implementation
and integration stages. To this end, probabilistic model checking enables a systematic
practice through which the same model can be verified against multiple probabilistic
properties specified in some well defined language, able to analyze the impact on
quality of different patterns of behavior, and open to automated regression verification
when the model evolves.

Empirical evidence [3] shows that most quantitative requirements encountered in
the construction of software intensive systems can be effectively expressed through a
set of probabilistic specification patterns, where the most prominent role is played by
the probabilistic until operator P, {4, Uni““Pl$,} which specifies that: with probability
not lower than p, some property ¢, will be eventually satisfied within the time bound
[a, f] and property ¢, is satisfied in all the states visited until that time.

A number of techniques and tools have been proposed, relying on statistical dis-
crete event simulation or numerical solution. In particular, numerical solution
approaches aim at computing results with high accuracy and confidence through
exhaustive state-space analysis, often relying on some restriction on the class of models
amenable to verification. In the most notable case, if all model durations are expo-
nentially distributed (EXP), the model always satisfies the Markov condition, and an
efficient numerical solution can be attained by composition of behaviors according to a
renewal argument referred to the time point o [1, 2].

However, the construction of a valid model may require that some durations break
the EXP memoryless property and be generally distributed (GEN), as occurring for
instance in aging processes accumulating memory over time, or in real-time systems or
network protocols where correctness depends on firm time bounds. In a more
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philosophical perspective, since the properties that are being verified capture a firm
requirement on the time interval [a, f] in which ¢, must be satisfied, it is much likely
that the system under verification will rely on structural mechanisms enforcing firmly
bounded response times.

Unfortunately, when the model includes GEN durations, the state of the system will
depend on time elapsed between past events, and the Markov condition can be satisfied
only at some special regeneration points. In this case, probabilistic model checking
becomes much harder, combining together the complexities of non-Markovian analysis
with the additional constraints posed by the model checking formulation. In a structural
perspective, much of this depends on the overlapping memories contributed by dura-
tions in the model and by the time constraints in the property specification.

In this talk, we recall the salient traits of the method of stochastic state classes [4]
implemented in the Oris tool (www.oris-tool.org) for transient analysis of models with
multiple concurrent GEN durations. We specifically focus on the class of models that
always encounter a regeneration within a bounded number of steps, and we report on
recent results [5] that exploit stochastic state classes as a measure of probability over
sets of runs and apply the principles of Markov regenerative analysis to enable efficient
evaluation of a probabilistic until operator. The outlined solution, also provides the
basis for a reflection about hurdles and structural limits that arise when Markov
regenerative analysis is cast in the shape of probabilistic model checking.

References

1. Baier, C., Haverkort, B., Hermanns, H., Katoen, J.-P.: Model-checking algorithms for
continuous-time Markov chains. IEEE Trans. Softw. Eng. 29(6), 524-541 (2003)

2. Donatelli, S., Haddad, S., Sproston, J.: Model checking timed and stochastic properties with
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3. Grunske, L.: Specification patterns for probabilistic quality properties. In: ICSE 2008,
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5. Paolieri, M., Horvath, A., Vicario, E.: Probabilistic model checking of regenerative concurrent
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Critical Machine-to-Machine
Communications: Performance Models vs.
Reality in the 10~ '° Regime

James Gross

KTH, Stockholm, Sweden
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Abstract. Over the last few years, so called critical machine-to-machine
communications has received more and more research attention. Spurred by
flexibility and cost constraints in various industries, this area refers to wireless
communication systems that can guarantee extremely high reliabilities at rather
low latencies. Envisioned requirements reach down to maximum application
layer packet error rates of 10™'° over latencies of a few milliseconds. While such
systems potentially have a big relevance for safety-critical applications in
industry, it is open how such systems should be designed.

In this talk, we will address selected design issues of such systems from a practical and
theoretical perspective by employing communication-theoretic arguments, stochastic
network calculus and probabilistic model checking. We will show that the area consists
of a rich set of mostly open performance evaluation questions: Under which conditions
is such communication possible at all? Which system components play a key role for
the performance? Do model-based findings carry over to practical settings? Which
methods can be employed to develop such systems in practise?
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DDoS 3.0 - How Terrorists Bring Down
the Internet

Aiko Pras®), José Jair Santanna, Jessica Steinberger, and Anna Sperotto

University of Twente, Enschede, The Netherlands
{a.pras,j.j.santanna,a.sperotto}@utwente.nl, jessica.steinberger@h-da.de

Abstract. Dependable operation of the Internet is of crucial importance
for our society. In recent years Distributed Denial of Service (DDoS)
attacks have quickly become a major problem for the Internet. Most of
these attacks are initiated by kids that target schools, ISPs, banks and
web-shops; the Dutch NREN (SURFNet), for example, sees around 10 of
such attacks per day. Performing attacks is extremely simple, since many
websites offer “DDoS as a Service”; in fact it is easier to order a DDoS
attack than to book a hotel! The websites that offer such DDoS attacks
are called “Booters” or “Stressers”, and are able to perform attacks with
a strength of many Gbps. Although current attempts to mitigate attacks
seem promising, analysis of recent attacks learns that it is quite easy to
build next generation attack tools that are able to generate DDoS attacks
with a strength thousand to one million times higher than the ones we see
today. If such tools are used by nation-states or, more likely, terrorists,
it should be possible to completely stop the Internet. This paper argues
that we should prepare for such novel attacks.

1 Current DDoS Attacks

Current DDoS attacks are often performed by youngsters via websites that offer
“DDoS as a Service”. Such websites, which are called “Booters” or Stressers”,
are able to generate attacks with strengths of many Gbps. A simple Google
search shows that hundreds of such Booters are currently active; the costs to
perform a series of attacks is typically a few dollars [1,2]. In general Booters
do not attack their targets directly, but use one or two levels of intermediate
systems to strengthen and anonymise the attacks. The first level is formed by
botnets that start the attack once they receive specific commands from the
Booter. The second level is used to amplify the attack and can, for example,
involve a set of DNS or NTP servers that react upon the reception of relatively
small requests by sending large response packets. The ratio between response
and request message size is the amplification factor; in practice we find factors
between ten and hundred. Particularly popular for amplification attacks are so-
called open DNS resolvers, which are basically misconfigured DNS servers that
answer DNS queries irrespective of their origin. To target a specific victim, the
attacker does not put its own IP-address in the request, but the address of
the target. Response packets will therefore be routed towards the victim, and
the identity of the attacker remains unknown (IP spoofing).

© Springer International Publishing Switzerland 2016
A. Remke and B.R. Haverkort (Eds.): MMB & DFT 2016, LNCS 9629, pp. 1-4, 2016.
DOI: 10.1007/978-3-319-31559-1_1
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2 Analysis of Current DDoS Attacks

To understand how Booters operate, we will discuss a series of attacks which
we performed on our own infrastructure [2]. Nine Booters were used; two of
which generated so-called CharGen attacks whereas the other seven performed
DNS amplification attacks. An interesting observation was that only two of these
Booters shared their attack infrastructure. In other words, if an attacker would
not use a single Booter but instead all available Booters, the strength of the
combined attack would be nearly the sum of all individual attacks.

The strongest CharGen attack we performed had a strength of 7.5 Gbps,
whereas the DNS amplification attacks varied in strength between 0.4 and
1.6 Gbps (Fig.1). Since CharGen attacks can easily be mitigated by filtering
UDP port 19, in the remainder we will focus on DNS attacks, which are much
harder to mitigate. Figure 2 shows the average DNS response message size for
each Booter attack; for three of them the size remains below thousand bytes,
whereas the three top Booters showed average sizes between 3000-4000 bytes.
These differences can be explained from the fact that the various Booters queried
different DNS host names. If the Booters that performed the weakest attacks
would just change these host names, their attacks would become a factor three
to four more powerful. Such changes can be implemented within a few seconds
by just modifying a single line in the attack source code.

Finally we observed that each booter used between 3000 to 8000 DNS
resolvers for amplifying the DNS attack. It should be clear that the strength
of the attacks can easily be increased by using far more DNS resolvers.

1
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Fig. 1. DNS traffic rate Fig. 2. DNS packet size distribution

We may conclude that DDoS attacks can easily be made stronger if (1) young-
sters combine the forces of different Booters, (2) if Booter operators optimise
their DNS queries and (3) more DNS resolvers are used.

3 How to Make DDoS Attacks More Powerful

The interesting question is how a group of skilled “professionals” would proceed
to generate attacks far beyond anything we’ve seen yet. Such “professionals”
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could be nation states or, more likely, a group of terrorists that aim at disrupting
our current society. Instead of relying on standard Booters that operate under
the control of some unknown entity, such “professionals” would likely build their
own attack tools and infrastructure.

As opposed to Booters that use a limited set of 3000 to 8000 open DNS
resolvers, “professionals” might use the potential of all existing open DNS
resolvers to amplify attacks. According to the Open Resolver Project, around 20
million of such systems exist [3]. Alternatively, amplification can also be achieved
by using standard authoritative DNS servers; there are hundreds of millions of
such servers that allow amplification with a factors between 6 and 12. Partic-
ularly interesting may be the 3.5 million DNSSEC servers, which include digi-
tal signatures in their responses and therefore allow much higher amplification
factors; factors between 40 and 55 should be realistic [4]. In addition to DNS
systems, attackers can also use open NTP (4 million), open SNMP (8 million)
or other servers to amplify attacks [5,6].

An important component is the botnet that coordinates and distributes the
attack; the bigger the botnet, the more powerful the attack. An interesting ques-
tion therefore is “how easy would it be to create a botnet with thousands of sys-
tems”. One answer to this question can be found by examining the Carna Botnet
that was created as part of the “Internet Census 2012” [7]. The creators of that
botnet targeted access routers and other embedded devices running OpenWRT.
They found 1.2 Million unprotected devices, of which 420 thousand were used for
their Carna botnet. It took the developer(s) six months to develop the software
and setup the infrastructure; once deployment started it took only a single day
to infect the first 100 thousand systems.

Instead of hacking OpenWRT routers, “professionals” could also exploit the
emerging Internet of Things (IoT) for their attacks. Recent reports by Garner
and HP predicted that by 2020 there will be 26 billion active IoT devices, of
which 60 % will be insecure [8]. Even if only a fraction of them could be misused
for DDoS attacks, it should be easy to generate attacks of hundreds of Tbps.
If such attacks would target crucial systems, it is clear that the entire Internet
would collapse with devastating consequences for our society.

4 Conclusions

In the previous section we argued that it is relatively easy to perform DDoS
attacks with a strength thousand to one million times higher than the ones we see
today. Such attacks can be launched by nation states or, more likely, terrorists.
The question is not if massive DDoS attacks with a strength of hundreds of Thps
will take place, but when.

We should therefore prepare for such attacks, and create plans on how to
react once such attacks take place. Like traditional terrorist attacks, governments
need to play a crucial role in the coordination of mitigation strategies; it is not
acceptable to leave such role at Internet Service Providers (ISPs) or security
companies. Governments should force ISPs to develop tools and techniques to
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automatically quarantaine customers with hacked devices that participate in
massive DDoS attacks. ISPs should join forces and create “Trusted Networks”
to ensure that some limited form of communication remains possible once such
attacks take place.
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Abstract. Empowering power grids with ICT is fundamental for the
future power grid. Simulation plays an essential role for evaluating emerg-
ing smart grid applications. The presented co-simulation framework
SGsim is based on two main simulators, OMNeT++ and OpenDSS. With
newly added components, smart grid applications in the electricity dis-
tribution network can now be investigated and evaluated. Conservation
Voltage Reduction (CVR) is a mechanism to reduce the power demand
which eventually will reduce the energy consumption. In a case study, the
co-simulation framework is used to explore the potential energy saving
by applying a closed-loop CVR inside a residential power grid.

Keywords: Smart grid - Co-simulation - Electricity distribution
network + Communication system - Conservation voltage reduction

1 Introduction

Smart grid presents a set of practices and technologies to run the power grid
in an efficient, secure, reliable, sustainable and economic way. Information and
Communication Technology (ICT) can contribute most to optimizing the opera-
tion of the future power grid. Applications such as CVR or Volt/VAR optimiza-
tion have the potential to reduce the power consumption especially during the
peak hours. The rapidly increasing penetration of fluctuating renewable energy
sources brings new challenges to the power grid, especially inside the distribu-
tion network. In addition to the loads and supplies, a distribution grid contains
also components such as transformers, capacitor banks and energy storage ele-
ments. Connecting these components together through a data communication
network is very crucial. It will make it possible to operate the power grid in
an optimal way. Moreover, it will be possible to react very fast to emergency
conditions. SGsim [1] is a co-simulation framework for the design and analysis
of such systems. We are planning to provide the framework as open source for
the education and research community.

2 Description of SGsim

The co-simulation framework SGsim is based on two main simulators: OpenDSS
[3] and OMNeT++ [5]. In addition to a stand-alone executable program,
© Springer International Publishing Switzerland 2016
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Fig. 1. Structure of the co-simulation framework with the connections between the
different components

OpenDSS provides an in-process Component Object Model (COM) server DLL
designed to be driven from an external program. OMNeT++ is mainly a data
communication simulator. Additionally several frameworks, such as the INET
framework, have been developed with well-tuned data communication compo-
nents such as TCP/IP, 802.11 and Ethernet. In order to enable the use of the
framework in the field of smart grid applications, we have integrated new compo-
nents for the electricity distribution network. Figure 1 shows the different compo-
nents of the simulator. Through the COM interface, it is possible to control the
execution of the circuit and to change/add/remove different components. This is
very helpful when simulating time-dependent scenarios. The main components
of the simulator are:

— Power Grid Model: The OpenDSS is fed with the a script that describes the
different components of the power grid and the interconnections. Furthermore,
time-dependent loads and supplies can be provided as text files. For household
demand and photovoltaic supply real data from Pecan Street [4] will be used.
This database provides an 1-min resolution aggregated power usage signal as
well as power consumption of individual devices. This can be very suitable in
exploring applications such as Demand Response (DR).

— Solver: It controls the OpenDSS execution through the COM interface. It
ensures time synchronization between the OpenDSS and OMNeT++-.

— Load: It is the OMNeT++ component of the load in the power grid, e.g.,
a house. It can measure power grid parameters such as voltage, current and
power at a specific time through the COM interface. It is also possible to
change load parameters, e.g., running time for DR applications.
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— Supply: It represents a power generation unit in OMNeT++, e.g., Distributed
Energy Resources (DER). It is also possible to change supply parameters, e.g.,
regulate the output power (active and reactive power).

— Device: It represents power grid devices (e.g., Battery, Switch, Capacitor
bank, ...). Through the COM interface, it is possible to change the parameters,
e.g., power factor.

— Sensor: It can only read data on a specific component (e.g., Bus, Load, DER)
and send it to other components. For instance Phasor Measurement Unit
(PMU) is considered as a sensor and it sends data to Phasor Data Concentra-
tor (PDC) interface using simulated TCP/IP packets. The data is formatted
using a standard (IEEE ¢37.118) so that the real PDC can interpret the
packets.

— Controller: It represents an intelligent unit within the system. It receives data
from other components and then, based on specific algorithms, it can adapt
system parameters. For instance a CVR controller can change the voltage
settings of Load Tap Changer (LTC) in order to change the voltage of the
transformer.

— PDC interface: It receives simulated packets inside the simulator. It converts
it to real TCP/IP packets and forwards them to real software components
such as OpenPDC. In this case, the simulation should be run in real-time
mode.

3 Case Study: Conservation Voltage Reduction (CVR)

CVR is a method used by utilities to reduce the power demand by decreasing
voltage levels. The main idea is that some devices will consume less power when
the actual voltage is lower than the designed voltage. An important aspect here
is to insure that the voltage at the costumer side is within the standardized limits
(e.g., in Germany 230 £ 10 %). In this case study we apply a closed-loop CVR
inside neighborhood with 10 houses connected to a transformer. The closed-
loop CVR uses feedback information, i.e. voltage at houses, to adapt the output
voltage at the transformer. A CVR controller is installed near the transformer.
The loads at the houses are modeled as ZIP loads with the parameters (Zp =
0.85,1p = —1.12, Pp = 1.27) [2]. Equation 1 gives the current power as a function
of current voltage (V). The constants Py and V; are the design power and voltage

respectively.
AW v
Zy | — I, | — P,
() + 0 (5)+

The controller can change the voltage output of the transformer by send-
ing an edit command through the COM interface. Edit commands are used to
change the parameters of a specific component. Each house sends periodically
data messages to the CVR controller. The messages contain the measured volt-
age at the load. Additionally, if the voltage exceeds specific limits, a warning

P="r, (1)
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Fig. 2. Power consumed by the neighborhood with (green) and without (red) CVR
and the difference (blue) (Color figure online).

message is sent to the controller which in turns reacts by changing the voltage
at the transformer. Figure 2 shows the power flow through the transformer with
and without applying CVR. The green and red curves show the power consump-
tion with and without applying CVR, respectively. The blue curve, depicts the
difference between the two curves. As it can be seen, the power reduction is higher
when the load is high. The energy consumption without CVR is 145.7 kWh com-
pared to 131.6 kWh when applying CVR. This represents a daily saving of about
14 kWh for the 10 houses. An important aim of CVR in addition to save energy
is reducing the power demand, especially during the peak periods. In fact, CVR
can provide Ancillary Services to the grid, i.e., provide regulation power to main-
tain balance of supply and demand and alleviate grid stress. This saves utility
companies building addition power plants (i.e., additional spinning reserve). As
can be seen in Fig.2, at 6 PM, the power difference is about 2kW. If we scale
this value up to a city with thousands of houses, this would mean we can save
building new several mega watts power plant.
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Abstract. Network calculus provides a mathematical framework for
deterministically bounding backlog and delay in packet-switched net-
works. The analysis is compositional and proceeds in several steps. In
the first step, a general feed-forward network is reduced to a tandem of
servers lying on the path of the flow of interest. This requires to derive
bounds on the cross-traffic for that flow. Tight bounds on cross-traffic
are crucial for the overall analysis to obtain tight performance bounds.
In this paper, we contribute an improvement on this first bounding step
in a network calculus analysis. This improvement is based on the so-
called total flow analysis (TFA), which so far saw little usage as it is
known to be inferior to other methods for the overall delay analysis. Yet,
in this work we show that TFA actually can bring significant benefits
in bounding the burstiness of cross-traffic. We investigate analytically
and numerically when these benefits actually occur and show that they
can be considerable with several flows’ delays being improved by more
than 40 % compared to existing methods — thus giving TFA’s existence
a purpose finally.

1 Introduction

Network Calculus (NC) is a versatile methodology for queueing analysis of
resource sharing systems. The high modeling power of NC has been transposed
into several important applications for network engineering problems, tradition-
ally in the Internet’ s Quality of Service proposals IntServ and DiffServ, and more
recently in diverse environments such as wireless sensor networks [18], switched
Ethernets [12], data centers [20], or System-on-Chip [15].

A network calculus analysis requires a feed-forward network in order to avoid
cyclic dependencies between flows and thus be able to compute flow characteris-
tics inside the network. In fact, the typical first step in a NC analysis, given a flow
of interest (foi), is to reduce the feed-forward network to a tandem consisting of
the servers on the foi’s path. To that end, arrival constraints of the foi’s cross-
traffic burstiness and rate have to be computed. Accurate burstiness constraints
are indeed crucial for the subsequent tandem analysis to achieve accurate end-
to-end performance bounds. As we discuss in Sect. 2, much research has been
invested in tightening the tandem analysis, silently assuming that the reduction

© Springer International Publishing Switzerland 2016
A. Remke and B.R. Haverkort (Eds.): MMB & DFT 2016, LNCS 9629, pp. 9-24, 2016.
DOI: 10.1007/978-3-319-31559-1_3
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step from the feed-forward network to the tandem had already been performed.
However, this step becomes very important for the quality of the bounds in
larger feed-forward networks. Consequently, we deal with this reduction step in
our work and present a method to tighten the bounds on the burstiness of cross-
traffic. Somewhat surprisingly, we achieve this by applying the so-called total
flow analysis (TFA) to compute bounds on the server backlog just before the
analyzed flow’s path. This is surprising because the TFA has a “bad reputation”
as an overall analysis method. This is due to its inferior results when bounding
a foi’s end-to-end performance metrics since it cannot exploit the pay burst only
once phenomenon (PBOO, see Sect. 3).

The beneficial effect of our burstiness bounding step is based on the following
basic, intuitive insight: At the output of a server, any combination of flows can
be at most as bursty as the maximum data backlog at this server. Based on this
insight we formally prove how to characterize the output of a flow by its input
arrival curve and the server backlog bound. The new burstiness bound can be
exploited to potentially reduce cross-traffic arrival bounds that were computed
conventionally with the (min,+)-deconvolution.

In fact, as we discuss below, this does not always lead to improved bounds, yet
it works from certain utilizations onwards and can be considerable. The reasons
why TFA can help here become clear in our detailed treatment below, but here
is an intuition: TFA’s aggregate (total) perspective avoids making too many
assumptions on the relative priorities between flows. In contrast, the conventional
method does so by separating cross-traffic flows from each other.

In short, we contribute a new method to compute arrival bounds for cross-
traffic on a foi’s path. It is based on backlog bounds from TFA. The rest of this
paper is structured as follows: In Sect. 2 we discuss related work. Section 3 pro-
vides the necessary background and notation on feed-forward analysis with NC.
The alternative way to calculate the output bound of a traffic flow is presented
and proved in Sect.4. Next, the rationale behind the new burstiness bounding
procedure in feed-forward networks as well as a detailed discussion on the con-
ditions when it can improve the existing methods is presented in Sect. 5. Results
from numerical evaluation concerning larger feed-forward networks are reported
in Sect. 6, before the paper is concluded in Sect. 7.

2 Related Work

As mentioned above, most work in network calculus focused on the second step
in a feed-forward network analysis, where the problem has already been reduced
to a tandem. There is a whole evolution from simple, but conservative methods
to sophisticated, tight analyses which can be very involved computationally (see
[6,11] for recent overviews).

However, the first step of the feed-forward network analysis, bounding the
cross-traffic burstiness, has so far been largely neglected. Most work starts
directly with the tandem analysis or suggests to use straightforward techniques
from basic NC results (more details are given in Sect.3). An exception can be
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found in [10], where, for a single node under arbitrary multiplexing of several
flows, tight output descriptions are derived for a single flow. However, when
targeting a feed-forward network, we need to bound cross-flows that may have
traversed several servers with potentially many other flows joining and leaving
it. Hence, much more work is needed here.

In previous work of ours, we already addressed the cross-traffic arrival bound-
ing. In [4], we focused on algorithmic efficiency and targeted a distributed execu-
tion of the analysis. In [5], we achieved more accurate bounds by improving the
overall cross-traffic arrival bounding procedure. The results of this paper allow
to further improve these bounds.

3 Network Calculus Background

Data Arrivals and Forwarding Service. Flows are characterized by functions
cumulatively counting their data. They belong to the set Fy of non-negative,
wide-sense increasing functions:

Fo={fR=RL|f(0)=0,Vs<t: f(s)<[f(t)}, REL :=1[0,+00) U {+o0}.

We are particularly interested in the functions A(t) and A’(t) cumulatively
counting a flow’s data put into a server s and put out from s, both until time ¢.
These functions allow for simple definitions of performance measures.

Definition 1 (Backlog and Delay). Assume a flow with input function A tra-
verses a system S and results in the output function A’. The backlog of the flow
at time ¢ is defined as
B(t) = A(t) — A'(t).
The (virtual) delay for a data unit arriving at S at time ¢ is defined as
D#t)=inf{r >0 | A(t) < A(t+7)}.

Note, that the order of data within the flow needs to be retained for the
(virtual) delay calculation [17].

NC operates in the interval time domain, i.e., its functions of Fy bound the
maximum data arrivals of a flow during any duration of length d.

Definition 2 (Arrival Curve). Given a flow with input A, a function « € Fy is
an arrival curve for A iff

VEVd, 0 <d <t : A(t) — A(t — d) < o(d).

For example, sensors reporting measurement values may generate packets of
size b that are periodically sent with a minimum inter-arrival time ts. Then, the
data flow they generate has a maximum data arrival rate of r = % in the fluid
model of Fy. The resulting shape of the arrival curve is commonly referred to as

token bucket and belongs to the class Frg C Fop:
FrB = {'7r,b | Yrb (0) =0,vd >0 : 'y,«,b(d) =b+r- d}.

Scheduling and buffering leading to the output function A’(¢) depend on a
server’s forwarding. It is lower bounded in interval time as well.
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Definition 3 (Service Curve). If the service provided by a server s for a given
input A results in an output A’, then s offers a service curve 8 € Fy iff

vt o A'(t) > Oi%fq{A(t—d) +6(d)}.

For example, TDMA channel access [13], duty cycling sensor nodes [2], as
well as the service offered by Ethernet connections [12] can be modeled with
so-called rate-latency service curves Frr, C Fo:

FrL = {Br1|Br1 (d) = max{0,R - (d = T)}.

A number of servers fulfill a stricter definition of service curves that guar-
antees a higher output during periods of queued data, the so-called backlogged
periods of a server.

Definition 4 (Strict Service Curve). Let 5 € Fy. Server s offers a strict service
curve ( to a flow iff, during any backlogged period of duration d, the output of
the flow is at least equal to G(d).

The Network. In general, networks are modeled as graphs where a node rep-
resents a network device like a router or a switch. Devices can have multiple
inputs and multiple outputs to connect to other devices. This network model
does not fit well with NC’ server model for queueing analysis. NC therefore ana-
lyzes so-called server graphs. Assuming that a network device’s input buffer is
served at line speed, queueing effects manifest at the output buffers. These are
modeled by the graph’s servers. For instance, in wireless sensor networks, nodes
usually possess a single transmitter. Thus, one sensor node corresponds to one
server and the transmission range defines the server graph’s links [2,4].

(min,+)-Operations. Network calculus [8,9] was cast in a (min, 4)-algebraic
framework in [7,14]. The following operations allow to manipulate arrival and
service curves while retaining their worst-case semantic.

Definition 5 ((min,+)-Operations). The (min,+) aggregation, convolution and
deconvolution of two functions f,g € Fy are defined as

aggregation : (f+g)(t) = f(t)+ (),
convolution : (f @ g)(t) = ogfgt {f(t—3s)+g(s)},

deconvolution : (f @ g)(t) = blipo {ft+u) —g(u)}.

The service curve definition then translates to A’ > A ® 3, the arrival curve
definition to A ® a@ > A, and performance characteristics can be bounded with
the deconvolution o @ G:



Improving Cross-Traffic Bounds in Feed-Forward Networks 13

Theorem 1 (Performance Bounds). Consider a server s that offers a service
curve 3. Assume a flow (aggregate) with arrival curve « traverses the server.
Then we obtain the following performance bounds for the flow:

delay: Yt € RT: D(t) <inf{d > 0|(a @ B) (—d) <0} =: h(a, B),
backlog: ¥t € RT: B(t) < (a @ ) (0) =: v(a, B),
output: ¥d € R*: o/(d)= (a @ B) (d),

where the delay and backlog bounds are abbreviated by D and B, respectively, as
they hold independent of parameter t and o' is an arrival curve for A’.

The delay bound equals the horizontal deviation between « and 3, h («, 3).
In case the arrival curve belongs to a single flow, the order of data within this
flow must be retained (FIFO per nFlow property [17]). In case a belongs to a
flow aggregate, FIFO multiplexing between the aggregated flows is additionally
required (cf. Definition 1). In contrast, for the backlog bound, i.e., the vertical
deviation v(«, 8), no FIFO assumptions are required.

Analyzing a flow in an end-to-end fashion while considering cross-traffic on
its path is enabled by the following theorems. Table1 provides the notation
required to analyze such a path tandem of servers.

Table 1. Network calculus notation for flows, arrivals and service.

Quantifier | Definition

F Generic notation for a flow aggregate

{fn, -, fm} | Flow aggregate containing flows fn, ..., fm

(Szy.-.,Sy) | Tandem of consecutive servers s, to sy
af, o Arrival curve of flow f, set of flows F
af, of Arrival bound at server s

Os Service curve of server s

grof | gloF | Left-over service curve

Theorem 2 (Concatenation of Servers). Consider a flow (aggregate) F crossing
a tandem of servers (s1,...,sn) and assume that each s;, i € {1,...,n}, offers
a service curve Bs,. The overall service curve offered to F is their concatenation

Bor ®...® P, = ®::165i.

Theorem 3 (Left-Over Service Curve). Consider a server s that offers a strict
service curve 3. Let s be crossed by two flow aggregates Fo and F1 with aggre-
gate arrival curves of° and of', respectively. Then Fi’s worst-case residual
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resource share under arbitrary multiplexing at s, i.e., its left-over service curve
at s, 18
l.o.F F
/65 = ﬁs @ (e 0

with (B a)(d) = sup{0<u<d| (8—a)(u)} denoting the non-decreasing
upper closure of (8 — ) (d).

Network Analysis. A network calculus analysis computes the end-to-end delay
bound for a specific flow (flow of interest, foi). Conceptually, algebraic NC is
compositional and its feed-forward analyses proceed in two steps [3,4]:

1. First, the analysis abstracts from the feed-forward network to the flow of
interest’s path (a tandem of servers). This step is enabled by recursively
decomposing the server graph into tandems [5] and bounding the output
arrivals of cross-traffic with Theorem 1, the output bound. After this step,
a bound on the worst-case shape of cross-flows is known at the location of
interference with the foi. Then, the following step need not consider the part of
the network traversed by cross-flows nor the potentially complex interference
patterns they are subject to.

2. The foi’s end-to-end delay bound in the feed-forward network can now be
calculated with a less complex tandem analysis. The foi’s end-to-end left-over
service curve is derived and the delay bound computed.

The second step of the feed-forward analysis (FFA) procedure has seen much
treatment in the literature. Effort constantly focused on improving the ability
to capture flow scheduling and cross-traffic multiplexing effects and thus provide
more accurate delay bounds. One of the earliest improvements was made with
the step from the total flow analysis to the separate flow analysis.

Total Flow Analysis (TFA) [9]: The Total Flow Analysis directly applies
the basic results from Theorem 1. Given the arrival curve for the totality of
flows (a flow aggregate) present at a server and the server’s service curve, TFA
allows to derive deterministic worst-case bounds on the delay a flow (aggre-
gate) experiences when crossing the analyzed server as well as the server’s buffer
requirement for handling all traffic without suffering from overflows. The back-
log bound coincides with the total buffer demand of a server. The TFA is a
server-local analysis, i.e., all bounds it derives hold for a specific server and the
totality of traffic crossing it, not for a single flow of interest because flows are
not analyzed individually. When TFA is used as a tandem analysis in FFA-step
2 of the above scheme, the flow of interest’s end-to-end delay bound is computed
by summing up the server-local delay bounds on its path.

The Separate Flow Analysis (SFA) and the PBOO-Effect [14]: The TFA
delay bound can be improved by separating the analysis’ flow of interest from
its cross-traffic. In this preparatory step, the so-called left-over service curve
calculation, cross-traffic arrivals are subtracted from the service curves in the
foi’s path. The SFA is a straight-forward, hop-by-hop application of Theorems 2
and 3: First subtract cross-traffic arrivals such that s become 3-°fis and then
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concatenate the left-over service curves. Deriving the delay bound with a single,
end-to-end left-over service curve considers the flow of interest’s burst term only
once. This effect is therefore called Pay Bursts Only Once (PBOO).

Note, that TFA and SFA both define the procedure for FFA-step 2 only. In
the first step of the feed-forward analysis procedure, only flows that eventually
interfere with the flow of interest are considered — cross-traffic arrival bounding is
therefore limited to these flows. They are separated from their own cross-traffic
and bounded in an aggregate fashion. The former defines the difference to the
TFA backlog bounding where all flows at a server are considered, regardless their
subsequent hop [14]. The latter defines the aggregate PBOO Arrival Bounding
(PBOO-AB) [5]. Thus, both approaches incorporate different degrees of flow
aggregation. We exploit a combination of both, yet without explicitly tracing
them throughout the entire arrival bounding [16] but with the TFA’s additional
benefits for bounding a server’s output burstiness.

4 An Alternative Output Bound

In this section, we derive an alternative output bound. As presented in Sect.5
and numerically evaluated in Sect. 6, this alternative output bound enables an
improved arrival bounding step (FFA-step 1).

Let A, A’ be input and output to/from a system. We assume to have an
arrival curve « for the arrivals A and a service curve 3 offered by the system.
Let us further assume that the arrival curve « is such that for d > 0 it can be
written as

a(d) = a(d) + a(0h),

with & being a concave function (defined for d > 0 by the above equation and
with @&(0) = 0), and «(0") = limg_,g+ a(d). Clearly, this means that « is also a
concave function. Further note that, for instance, any concave piecewise-linear
arrival curve meets this condition, hence it is not restrictive in practice (e.g.,
the Disco Deterministic Network Calculator, DiscoDNC, uses such functions as
arrival curves [3]). As & € Fy and is concave, it is also sub-additive, which is
crucial as we see below.
Noting that we can bound the backlog for any given arrival process A by

B(t)=A(t)— A'(t) < A(t) — (A®@B)(t) = sup {A(t) — A(u) — B(t —u)},

0<u<t
we provide the alternative output bound in the following theorem.

Theorem 4. Under the above assumptions and notations, an output bound on
the departure flow (aggregate) A’ can be calculated as

o/(d) = a(d) + (v(e, B) = a(0")) - L{aoy-
Proof. Let s < t:

A'(t) — A'(s) = A(t) — A(s) + B(s) — B(t)
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< A() — Als) + B(s)

< A(t) — A(s) + Oiligs{A(S) — A(u) — B(s —u)}
= oilffis{A(t) — A(u) — B(s —u)}

< Oiligs{a(t —u) = f(s —u)}

— sup (A(t— ) +a(0%) - Bs - )

< sup {(t =)+ (s~ ) +a(0) — s - )
=a(t—s)+ Ogligs{a(s —u) = B(s —u)}

<a(t—s)+v(a,fB)
=a(t—s)+v(a,B) —a(0t) =/ (t - s).

For s=t: A'(t)— A'(s) =0=d/(t — s). O

Note that this result resembles a known basic result that can be found in
Chang’s textbook in Lemma 1.4.2 [7]. This lemma states that for a server with
a bound on the queue ¢ and a ~,p-constrained input, an output bound can be
given as 7, p+g. Besides generalizing this lemma, we point out that we actually
improve it, as we basically get rid of the burst term and would obtain ;.5 as an
output bound under Chang’s assumptions.

5 TFA-Assisted PBOO Arrival Bounding

In this section, we demonstrate how to exploit the basic insight about the alter-
native output characterization from the previous section. It gives us the choice
between the existing PBOO arrival bounding (PBOO-AB), which applies the
conventional output bound, and an approach where we use a backlog bound
for the cross-traffic and apply Theorem 4. This backlog bound is obtained from
TFA, i.e., it actually considers flows that demultiplex from cross-traffic and do
not interfere with the foi. In the following we discuss why and when this can
actually lead to an improvement.

Consider the network configuration of Fig. 1 where f is the flow of interest,
xf is its cross-flow and zx f is the cross-traffic of xf. Although the network is

vf 50 ——>{ 51 S2)

Fig. 1. Sample network.
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Fig. 2. Different scaling behaviors of B;FIFA and b:,zf with respect to the network
utilization.

depicted as a tandem, we cannot apply a simple tandem analysis because the
flow of interest f does not cross all servers, i.e., cross-traffic arrival bounding
is necessary in this network: Deriving f’s performance bounds with the SFA
requires bounding x f’s arrival at so, a§2f , (FFA-step 1) with PBOO-AB first.
It’s result is used to separate f by computing f’s left-over service curve at so
that is then used to derive f’s delay bound (FFA-step 2).

PBOO-AB retains the worst-case when arbitrarily multiplexing of flows,
i.e., in contrast to FIFO multiplexing, data of zf may always be served after
zx f’s data — independent of their relative arrival times. Thus, burstiness of a;”Zf ,
denoted by b2/ := a2/ (0"), increases when more data of zz f arrives in shorter
intervals, i.e., its arrival curve a*®/ increases. In our illustrative numerical eval-
uation of this section, service curves are chosen to be rate latency functions
Br,r = [20,20 and arrival curves to be token buckets a = 7,190 where the rate r
is variable. In this parameterized homogeneous setting, a**f increases with para-
meter r that we use to show x f’s worst-case burstiness increase with a growing
network utilization.

Figure 2 shows the utilization’s impact on the PBOO-AB burstiness of f’s
cross-traffic, b?zf , and on the TFA backlog bound at server s1, B;FIFA. TFA consid-
ers all flows at s; and derives the backlog bound based on their aggregate arrival
curve. Being the backlog of all incoming traffic at the server, i.e., a superset of f’s
cross-traffic x f, BsTlFA is also a backlog bound for zf. In Fig. 2, BsTlFA scales lin-
early whereas b;”gf scales super-linearly with the utilization. Consequently, both
curves intersect and b?; exceeds BSTIFA, such that using the TFA backlog bound
and Theorem 4 indeed achieves an improvement over PBOO-AB.
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This can be explained by the derivation of the two values, BEIF A and b;{f .
For detailed information on how to compute the result of (min, +)-operations
for token-bucket arrival curves and rate-latency service curves, please refer to
the DiscoDNC documentation [1].

il = (o 0 57,) 0
(a*f & (B! & gho=h)) (0)
= (0™ @ ((Bs © aiy") ® (Bs, © 057))) (0)
= (@™ 2 ((Bs © ™) @ (B, © (22! @ BL2"*7)))) (0)
= (0™ @ (B 2 0™ ) ® (B, © (0" 2 (85, © 02)))))) (0)
= (7,10 @ ((B20,20 © ¥r,10) @ (820,20 © (Vr10 @ (B20,20 © Y110))))) (0)

(’Yr,lo % (/Bzo—r, (520 20 © (W 10 @ Ba0—r, 50 )))) ©)
(1r10@ (Bar-r e, (52020 &% g0 20)) ) O
2 (120 @ (Bao-r, e, @ (o020 €7, gz ) ) ) (0
D (3110 © (Ba0-r s, © Ba-r, gm0, ) ) (0)

— ('yr 10 @ Bag_y. 410 | 8200 )(O)

120—1r (20— 7.)2

(i) ('Yr,lO %) ﬁ20 16400 410r> (O)

(20—m)2

—~
=
~—

20

(6) 4000 + 16000 — 40072
- 400 — 40r + 12

We can see that b;f monotonically increases because the numerator is larger as
well as faster growing than the denominator and the stability condition r» < 10
leads to an always positive denominator.

Next, let us see how the polynomial expression’s degree builds up during the
above derivation. Multiplication by the arrival rate is required to compute the
burstiness of an output arrival curve, i.e., every time we deconvolve — see steps
from (1) to (2) and from (5) to (6). Subsequent left-over service curve operations,
e.g., from (3) to (4), retain the rate in the latency term’s denominator, as does
the convolution of service curves in the step from (4) to (5). Deconvolution is
required for output bounding and thus occurs at every level of the recursive
arrival bounding procedure. In this example, x f is bounded in the first recursion
level and it requires bounding xzx f in a second level; hence, we obtain a rational
function of degree 2 (with a pole at r = 20).

The TFA backlog bound derivation for server s; proceeds as follows:

B Wy ({a2f ), 5,,)

—v(k%,lﬁ}@ﬁohﬂ”f,ﬁﬁ)
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@

v ({ sOa :p:vf} ®ﬂsov ﬁm)

(3)
@y ((Yr,10 + 7r,10) @ B20,20, 20,20)
(

4
@, Y2r,20 @ 320,205 320,20)

(5)
= v (V2r,20+2r-20, £20,20)

=807 + 20

The derivation takes advantage of aggregation in (1) and (3), which prevents
recursive cross-traffic arrival bounding in our example. zxf is not considered
cross-traffic of zf as both belong to the same flow aggregate and therefore no
action has to be taken to derive the left-over service curve at sg in (2). The only
relevant deconvolution in BEIFA’S derivation is found in the computation of the
aggregate’s output bound after Crossing so. The deconvolution in the backlog
bounding operation v ({aZ/, a2/}, B, ) executed in the step from (4) to (5) is,
in contrast to the bffg —derlvatlon not affecting the polynomial expression’s degree
because its latency is not depending on 7. Thus, the entire term grows linearly

with the flow arrival rate.

Remark 1. Tt is not possible to improve z f’s output bound by using the backlog
bound for flow z f at server sy, i.e., BY/, because B/ and b?/ are equal due to
[14], Theorem 3.1.12, Rule 12:

Byl = ((a"7 @ B537") @ g 7) (0)
= (" (B3 @ B;777)) (0) = b

From this reformulated derivation of b%/ we obtain another explanation for its
function being of degree 1in the above example: There is only one deconvolution.

Remark 2. Theorem 1.4.5 in Le Boudec and Thiran’s text book [14] presents
conditions for tight output arrival bounds. These are satisfied in both our deriva-
tions above, yet, we improve x f’s output bound by incorporating BSTlFA. At first
glance, this may seem like a contradiction, however, we gain tightness from addi-
tional considerations of a feed-forward analysis that are not addressed in [14],
Theorem 1.4.5. It remains valid, yet only with respect to the given service curves
that, in turn, might be tightness-compromising left-overs like in Remark 1.

In a more complex feed-forward network, we often have multi-level recursions
for cross-traffic of cross-traffic in the arrival bounding phase of the derivations
[5] — also for the backlog bound at a server — and therefore polynomial expressions
of higher degrees occur in both alternative bounds on the output burstiness. For
the ease of presentation, we continue to illustrate the impact of the differing
scaling behaviors as well as the service curve latency and the initial burstiness
of flows in the simple network from Fig. 1. In Sect. 6, we extend our evaluation
to more involved feed-forward networks.

Above, we discussed that left-over service curve computations retain the
arrival rate in their results’ latency term. For instance, the left-over latency
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at server sg is ———5— = T, + —p—%7—, i.e., it consists of a fixed and
<0 <0

a variable part. The fixed part is defined by the service curves’ initial latency
Ty, =Ts, = Ts, =: T (equal for all servers in out homogeneous sample network)
whose influence on the total burstiness we evaluate — increasing 7' naturally
decreases the impact of the variable part containing the crucial factor r. We
check T = 0, i.e., the natural lower limit of the latency, and T = 10°, a value
several orders of magnitude larger than the service rate R = 20 and thus safe to
be assumed as a realistic upper bound on 7T'. The resulting range of T’s impact is
depicted by the relative difference between BsTlFA and bg in Fig. 3. Most notably,
the network utilization required for the TFA backlog bound to outperform the
separated flow’s output burstiness is between 59 % to 72 % — that is, it always
exists and resides at utilizations considerably lower than the network’s capacity
limit. Moreover, bZ/’s relative benefit of 50 % over BIF* for low utilizations is
in fact small in absolute values (cf. Fig. 2) whereas its disadvantage (right of the
intersection) grows fast to become large in absolute numbers.

Last, we evaluate the impact of the remaining variable parameter besides
utilization and the service curve latency: The initial burstiness of flows b in
the homogeneous network. We reduced the service curve latency’s influence by
assigning B8 = [20,0.1. Arrival curves are o = v, where r is defined by the
network utilization (i.e., relative to the service rate R) and b is slowly increased
from 0 to the previously used value of 10. Figure 4 depicts the relative difference
between B;rlFA and b;”zf for three levels of network utilization: 59 % and 72 % (the
intersections of both values in the latency evaluation of Fig.3) as well as 100 %.
We can see that the TFA backlog bound at server s; is in fact always within the
output burstiness of the same utilizations found for the latency — for 59 %, BTFA
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Fig. 4. Relative difference: Influence of the arrival burstiness on the backlog bound at
s1 and x f’s worst-case burstiness assumed at ss.

is an asymptote when increasing b, and for 72 % the b§2f -value starts at the server
backlog bound. The impact of initial burstiness of flows is similar to the latency’s
impact. For the maximum network utilization, bg always exceeds BSTIFA by at
least 50 % in our sample network, i.e., utilization remains most impactful.

Based on these observations, we propose to improve the arrival bound of a
flow (aggregate) with the TFA backlog bound and Theorem 4 applied at the last
hop of this flow (aggregate) — of course, only if it actually improves the bound.
We call this new method: TFA-assisted PBOO Arrival Bound.

6 Feed-Forward Network Evaluation

The potential improvement of cross-traffic bounds can be quite considerable in
the small scenario of Sect.5. Now we turn to the investigation of the impact
on the end-to-end delay bound of flows traversing larger feed-forward networks.
That is, we evaluate the improvements gained by reduced cross-traffic inter-
ference that ultimately tightens delay bounds. We have extended the Disco
Deterministic Network Calculator (DiscoDNC) [3] with the TFA-assisted PBOO
Arrival Bounding in order to benchmark the resulting new variant against the
existing one without this improvement (plain PBOO-AB).

The exemplary network we generated for evaluation consists of 150 homoge-
neous servers with service curves Sr 1 = (200,0.1. 600 flows with random paths
and arrival curve a@ = 2.1 were added to the network. They are supposed
to randomly generate hotspots of considerable, yet, uncontrolled utilization for
the evaluation. These hotspots see the highest numbers of flows such that the
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Fig. 5. Delay analysis of a feed-forward network.

impact of separation vs. aggregation can be observed — similar to heterogeneous
networks where some flows outweigh others. We chose a small initial burstiness
to additionally check the above claim that unavoidable burstiness increases are
sufficient to cause impact of the TFA’s assistance to the delay analysis.

The TFA-assisted PBOO-AB improved 369 out of 600 flow delay bounds over
those derived with plain PBOO-AB (see Fig.5). In total, 61.5% of flows cross
a hotspot that: (1) enables the TFA to aggregate flows such that its backlog
bounding requires less recursion levels, making it grow slower with the utiliza-
tion, and (2) has a utilization large enough to allow for its backlog bound to
fall below the output bound burstiness. For the 33 % of flows with largest delay
bound (using plain PBOO-AB), we achieved an average improvement of 17.93 %,
with a maximum improvement of 44.41 %.

The distribution of brown dots for these rightmost 200 flows in Fig. 5 shows
that this improvement was achieved without ever capping more than 2% of
the arrival bounds derived during the entire feed-forward analysis (right y-axis).
Moreover, it is clearly visible that an increased share of burstiness improvements
causes a larger delay bound reduction. For the rightmost 200 flows in Fig. 5, the
dots form a pattern of three “peaks” whose beginning and end both demarcate
a step in the improved delay bounds depicted above them.

Another interesting observation is that these distinguishable peaks in
improved worst-case burstiness cause a non-uniform decrease of delay bounds.
The global network delay bound — the maximum delay bound of all flows in the



Improving Cross-Traffic Bounds in Feed-Forward Networks 23

network — is not defined by the same flow anymore. Applying our new analysis,
11 flows that had a smaller delay bound than this flow now have a larger one.
This reordering indicates that even when delay bounds are just used as a relative
figure of merit, such as in design space explorations [19], an accurate network
delay analysis is important and the first step of the FFA procedure is crucial.

7 Conclusion

In network calculus, the Total Flow Analysis (TFA) had been abandoned since it
is inferior to other methods for overall network delay analysis. In this paper, we
demonstrate that the TFA can actually be very useful to improve the bounding
of cross-traffic arrivals in a feed-forward network. The trick is to use TFA’s
backlog bound as an upper bound on the burstiness at the servers where cross-
traffic joins the analyzed flow of interest. We showed that the improvement can
be quite significant, with some delay bounds reduced by more than 40 %. So, we
see: There is a job for everyone!
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Abstract. The evolutions of digital technologies and software applica-
tions have introduced a new computational paradigm that involves ini-
tially the creation of a large pool of jobs followed by a phase in which
all the jobs are executed in systems with limited capacity. For example,
a number of libraries have started digitizing their old books, or video
content providers, such as YouTube or Netflix, need to transcode their
contents to improve playback performances. Such applications are char-
acterized by a huge number of jobs with different requests of computa-
tional resources, like CPU and GPU. Due to the very long computation
time required by the execution of all the jobs, strategies to reduce the
total energy consumption are very important.

In this work we present an analytical study of such systems, referred
to as pool depletion systems, aimed at showing that very simple config-
uration parameters may have a non-trivial impact on the performance
and especially on the energy consumption. We apply results from queue-
ing theory coupled with the absorption time analysis for the depletion
phase. We show that different optimal settings can be found depending
on the considered metric.

Keywords: Stochastic models -+ Energy efficiency - Performance
evaluation

1 Introduction

In this paper we focus on systems in which there is a fixed and huge number of
jobs, referred to as a pool, waiting to be admitted for execution in a set of service
centers with limited capacity. Many current real life problems require models
with this structure. For example, video content providers, such as YouTube or
NetFlix, often need to transcode a huge pool of videos [6] to multiple formats
suitable to be sent and playback by several different devices (e.g. smart-phone,
smart-TV, tablet, ...). Similarly, several big data applications generate during
the map phase a huge pool of data that can subsequently be split and executed
in parallel on different systems with limited capacity for performance reasons.

© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-31559-1_4
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The behavior of this system can be regarded as divided into two phases.
An initial phase, in which the system is loaded with the maximum number of
jobs allowed, and every job completed is immediately replaced by another one
admitted from the pool. Then, when the pool empties a new phase starts, referred
to as depletion phase, and the number of jobs in execution continues to decrease
until all jobs are completed.

Since the jobs may have very different resource demands, in our analysis we
consider multi-class workloads. To study the behavior of this type of systems,
that are not at the equilibrium, we applied the stochastic analysis implementing
the CTMC of the different cases.

The problem approached is: given a workload, i.e., pool size and character-
istics of the classes of jobs (service demands and fractions in execution), and
a system with finite capacity study a scheduling admission policy so that the
global amount of time to execute the complete pool of jobs, i.e., the duration of
the full capacity phase plus the depletion phase, is minimized.

To reach this objective, the load admission policy that schedule the sequence
of executions must be able to fully exploit the capacity of all the resources of
the system. In other words, the saturation of the resources must be reduced
as much as possible controlling the bottlenecks. Let us remark that minimizing
the time required from the execution of the complete workload is equivalent to
minimize the energy required for this task. Thus, we may say that our ultimate
objective is to minimize the energy needed to execute a workload through a
suitable admission policy based on the bottleneck control.

We adopt known results of queuing networks for the full capacity phase, and
the absorption time analysis for the depletion phase. By queuing theory, it is
known that the performance of systems with multi-class workloads depends on
the fraction of the classes of jobs in execution (referred to as population miz).
More precisely, given the service demands of the classes, it is possible to identify a
set of population mixes that saturate more than one resource concurrently. More-
over, one of these population mixes allow resources to be equiutilized regardless
the population sizes. This operational condition is optimal since it maximizes
the utilization of all the resources and thus the system throughput [16].

The main objectives are to study the impact of both the size of the job
pool and the maximum processing capacity, in term of maximum number of
jobs in execution, to the depletion time. Moreover, in multi-class workload, we
want to examine the effect of the population mix to optimize depletion time,
energy consumption, and response time in order to identify an optimal trade-off
between them.

The remainder of the paper is structured as follows. In Sect. 2 we review some
metrics used for energy consumption measurement. Section 3 presents in detail
the pool depletion models both with single and multi-class workload and the
Markov Chains utilized. In Sect. 4 we investigate the behavior of the model and
show that the energy consumption is minimized when the system works with an
optimal population mix. Section 5 concludes the paper and presents some future
directions of work.
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2 Energy Consumption

Several works, e.g. [7,15], show the existence of a linear relationship between the
power consumption of a server and the utilization of its CPU. For such reason,
a widespread used approximation of the power consumption P(U) of a server is
given by:

P(U) = Pige +U (Pma;n - Pidle) (1)
where P;g;. is the power consumed when no user applications are running, Py,q.
is the power drawn by the fully utilized server and U is the CPU utilization.
Many improvements of this model have been proposed to take into account
other devices likes memory [12] or disks [5], and consider non-linearity measured
in some real applications.

Since the global energy consumed by a task of duration 7' can be computed as
E = P-T, there is a trade-off between two factors. On one hand, Eq. 1 suggests
to reduce the utilization to decrease the power consumption; on the other, a low
utilization yields a low server productivity, increasing the time T required to
complete the given task and thus also the energy consumed. In addition, there is
a related trade-off between the energy consumed and the performance provided
by the system. Energy-Response time Product (ERP), also known as Energy-
Delay Product (EDP), and Energy-Response time Weighted Sum (ERWS) are
two metrics widely used to evaluate the performance-energy trade-off of a system.
Both of depend on the total energy consumption (F) and the response time (R).
The index ERP [8,9,11,13] is defined as their product:

ERP = E R, 2)
whereas ERWS [1-3,10] is defined as their weighted sum:
ERWS =wi R+ws E, wy,wy > 0. (3)

The average energy consumed per job EJ is a further metric to compute such
trade-off [4]. It is defined as:

L _P-T

c Cc ;’ )
where C' is number of jobs completed during a time interval of length 7" and
X is the system throughput. Equation 4 holds for a resource processing a single-
class workload, but it is not fair with a workload composed by jobs of different
classes, especially when the time required to complete a job varies significantly
according to its class. To overcome such problem, exploiting the utilization law
a multi-class extension of Eq.4 has been proposed as:

P
EJ=D —, 5
- (5)
where D is the aggregate demand (i.e. the total service demand of all the classes)
and U is the resource utilization. The details of the Eq.5 derivation and its
extension to take into account systems composed of several resources can be

found in [4].

EJ =
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3 Model Description

Let us consider the depletion model of a system composed by two resources
r1 and ro as shown in Fig.1. Resources can represent important parts of a
computing architecture: in the following we will use one resource to model a
single-core CPU, and the other to model a GPU. The system executes two classes
of jobs A and B. Each class requires an exponentially random distributed amount
of execution time at each resource, and it is characterized by its average D..,
with r € {1,2} and ¢ € {4, B}. The two resources satisfy the classical BCMP
assumptions: they either work in processor sharing, or in first-come-first-served
with all the requests of identical size, but possibly with different visit ratio. The
total number of jobs that must be executed in the two classes are respectively
N4 and Ng. However, only K = k4 + kp jobs are executed in parallel, with k4
jobs of class A and kg jobs of class B. We call this constraint as Finite Capacity
Region (FCR). Whenever a class A job completes and leaves the system, another
class A jobs is started. If all the class A jobs are finished, but there are still class
B jobs to be executed, class B jobs enter the system in place of class A jobs, to
maintain its workload to K jobs. If there are no more jobs waiting to be executed,
as soon as a job finishes, it is not replaced by other activity until all the N4+ Np
jobs have been completed. Class B jobs behaves in the symmetrical way.

Job pool _ Finite capacity region

K:kA+kB

Fig. 1. A pool depletion model with two class and two resources.

Figure 2 shows the temporal evolution of the system. First jobs are loaded
from the pool into the first resource, until the size of the FCR is reached
(Phase 0). To simplify the presentation, we will consider the duration of this
phase to be negligible, and we consider the system starting from a state in
which there are k4 class A jobs and kg class B jobs in execution in the first
resource r1. During normal execution, as soon as one job finishes, another one
of the same class immediately starts (Phase I): this is the time in which the
system works at regime, and it is also the moment in which optimization can
take place. As soon as the jobs of one class in the pool finishes, the system moves
to Phase II, where the scheduler cannot really perform a decision since it can
only start jobs of the remaining class to fill the number of tasks in concurrent
execution. Finally, when there are no more new jobs that can be started, the
depletion phase begins (Phase III). In this case the number of jobs in execution
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Jobs in execution

Time

Fig. 2. Temporal evolution of the system.

reduces progressively until all the tasks have been completed. Note that both
in Phase II and Phase III, one class of jobs might finish much earlier than the
other, reducing the system to a single class behavior.

For each model we construct the corresponding underlying CTMC. Even if
the proposed model seems to be very simple, the underlying Markov process is
characterized by lot of asymmetries that makes its description a bit involved. To
simplify the presentation, we start by presenting a simple single-class example
with fixed parameters, and then we extend it to the two-classes general case.

3.1 Single-Class Model

Let us consider a single-class model with N4 = 5 jobs to be completed, in
which K = k4 = 2 jobs at a time are executed in parallel by the system. The
corresponding CTMC is shown in Fig. 3, and its state is identified by a tuple:
(noa,n1a,n24), where npa is the number of jobs that are still waiting to be
started, nq4 is the number of jobs in resource r; and ns4 is the number of jobs
in resource rs.

Since we ignore the loading phase, all jobs that can be immediately exe-
cuted starts in resource rj. For this reason the initial state of the CTMC is
(noa —n1a,m14,0) = (3,2,0). Let us call uy = 1/D;4 the rate at which jobs
leaves resource 71, and pe = 1/Dsy the rates at which jobs complete their exe-
cution. Jobs always leave from r; to ro at rate ui, producing a transition from
state (noa,n14,n24) to state (noa,n1a — 1,m24 + 1). The effect of the end of
service at resource ro is different depending on whether there are jobs waiting
to start (noa > 0 - Phase II in Fig.2). If this is the case, the system performs
a transition from state (nopa,n14,n24) to state (noa — 1,n14 + 1,024 — 1) at
rate po corresponding to the fact that whenever a job exits the system from
resource ro, one of the waiting job is immediately started at ;. If instead the
jobs waiting to be started are finished (np4 = 0 - Phase Il in Fig. 2), the system
starts working on one less job performing a transition from state (0,714,724)
to state (0,m14,m24 — 1), always at rate po. When the last job ends, the system
jumps in the absorbing state (0,0, 0).
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Fig. 3. The CTMC corresponding to a single class system with Na =5 and ka4 = 2.

3.2 Multi-class Model

Figure 4 shows the basic transition structure of the CTMC underlying a two-
class model. To simplify the presentation, only outgoing arcs are shown. In the
two class case, the state is characterized by a six components tuple:

(noa,noOB,N1A, N1B,N24,N2B)

which contains the count of jobs waiting outside, being executed at r; or at ro for
both classes. If n; 4 +n1p > 0, jobs can complete their service at resource r1. In
this case we can have a transition either to state (noa,nop,n1a —1,n15,n24 +
1,n9p) or to state (noa,nop,n1a,n1B — 1,M24,n2p + 1) at rate ui. (with ¢ €
{A, B}):

Nic 1
nia +nip Dic’

(6)

The first part of the equation represents the processor sharing policy used by
the resource. The end of service of a job at resource 79 can instead trigger four
different types of behaviors, each leading to a different pattern for the next state.
Let us focus on a class A job: the case for class B will be symmetrical.

If the there are still class A jobs waiting to be started (npa > 0 - Phase I
in Fig.2), the system will allow a new class A job to start its execution. This
leads the system to state (noa — 1,moB,n14 + 1,n1B,n24 — 1,n2p) and it is
represented in the figure by arrows drawn with a continuous line.

If there are no more class A jobs waiting to be started (npoa = 0) but still
class B jobs (nog > 0 - Phase Il in Fig. 2), then the end of a class A job triggers
the start of a class B job to exploit the maximum parallel running capacity K of
the system. This is represented in Fig. 4 as a dashed arrow, and leads the system
to state (0,nop — 1,n14,m18 + 1,104 — 1,n2p).

If there are no more jobs to be started of either classes (npa = 0 and npp =
0 - Phase IIl in Fig. 2), then the system starts working with less than K jobs in
parallel, by jumping to state (0,0,114,n18,n24 — 1,n2p). This is the depletion
phase, which is represented in the figure by a dotted line.

Hic =
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Fig. 4. Portion of the CTMC corresponding to a two class system.

Finally, when the last job ends the system jumps to the absorbing state
(0,0,0,0,0,0). This is represented with a dash-dotted line in the figure. Again,
due to the processor sharing nature of the system, ending of jobs at resource ry
occurs at rate pg. (with ¢ € {4, B}):

Nnoe 1

H2e =

(7)

noA + nap Dac

3.3 Model Analysis

In order to compute the depletion time, we apply the well-known technique
for the evaluation of the upto-absorption time. Let us consider the CTMC of
the general model with absorbing state (0,0,0,0,0,0) and infinitesimal generator
matrix Q = [¢;;] and let us call B the set of non-absorbing states. We define the
mean time spent by the CTMC in state ¢ until absorption as z; = fooo i (7)dT,
where 7;(7) is the unconditional probability of the CTMC being in state i at
time 7. The row vector z = [z;] satisfies the following equation:

zQp = —735(0), (8)

where mp and Qp are the transient probability vector and the infinitesimal
generator matrix restricted to the non-absorbing states only. Following [14], the
mean time to absorption 7' of the CTMC can be computed from the solution of
Eq. 8:

i€B
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If we call P; the average power consumed in state ¢, then the average total energy
consumed by the system is:

E:Zzi-Pi.

In a similar way, if we call u,; an indicator function that tells us if a resource r
is used in state 4, ¢;(X) an indicator function that tells us if state ¢ belongs to
phase X € {I,II, 111}, and m; the number of jobs in the FCR in state i, then
we can compute the average utilization U, of resource r, the average time @(X)
spent in phase X, and the average number of jobs in the FCR as:

UT:%Zzi-uM @(X)ZZ«%'@OQ M:%Zzlml (9)

i€EB i€B i€B
4 Results

We have implemented the model described in Sect.3 and run several analytical
experiments both with single-class and multi-class workloads. Models are ana-
lyzed by generating their underlying CTMC and solving it according to Sect. 3.3
using a linear algebra library implemented in C language. Performance indices
can be computed in few minutes on a standard Linux laptop even for the cases
with the largest state space. In particular, the size of the state space can vary
from 201 states when we work with a single-class model and K = 1, to 470771
states when we are considering the multi-class model with K = 40.

4.1 Single-Class Model

In the first set of experiments, we analyze the pool depletion system working
with single-class workloads. In particular, we want to characterize the behavior
of the model as a function of the number of jobs simultaneously admitted into
the FCR.

The total number of jobs in the system is N4 + Np = 100, and the service
demands D,. used in the experiments for the two resources are given in Table 1.
The number of jobs that can enter the FCR at the same time varies from K =1
to K = 100. In case of K = 1, only one job can be processed at once. When
K = 100, all the jobs that are in the system can enter the FCR and they are
concurrently serviced with a processor sharing policy.

Table 1. Service demands used for the single-class model.

Conf. 1| Conf. 2 | Conf. 3| Conf. 4
D, ]0.75 0.64 1.95 1.2
D> |0.48 1.25 0.6 1.6
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Figure 5 shows the performance indexes of the pool depletion systems with
single-class workloads as a function of the FCR size K. In order to emphasize
the results for small values of K, a base-10 log scale is used on the z-axis.

The energy consumption is computed setting the idle power consumption of
system Py = 70 W, the maximum power of the system when only resource
r1 is used Ppysyn = 160 W, the maximum power when only resource ry is used
Ppysy2 = 130 W and the maximum power of the system when both resources are
used Ppyusy = 210 W. As shown in Fig. 5a, larger values of K reduce the energy
consumption, since they reduce the total completion time.

Figure 5b shows the average response time to complete a job: the average
time a job is running. This index does not account for the time spent outside
the FCR, and it is computed using Little’s law as:

p=M___ M
" X (Na+Np)/T

where M is the average number of jobs in the FCR defined in Eq.9. As it can
be seen, R increases with K since resources are shared by a larger number of
jobs. ERP and ERWS are plotted in Fig. 5¢c and d, respectively. For ERWS, we
define w; and wsq in order to normalize the values of response time and energy
consumption. Thus, for each configuration, wy is set to 1/max(Ry) Vk and woy
is set to 1/max(E})) Yk, where k is the number of considered jobs into the FCR.

ERP identifies Conf. 1 as the best configuration and the optimal point is
when only a job is in the FCR. Instead, for ERWS the best configuration is
Conf. 4 and the minimum coincides with four jobs concurrently executed by the
system!.

4.2 Multi-class Model

Next, we consider a multi-class model where the total number of jobs in the
system is N4 + N = 80 and the number of jobs admitted in the FCR K = 20.
We consider the following service demands:

Di4=026 D;p=0.01
D34 =0.08 Dyp =0.19.

In Fig. 6, we plot the main performance indexes as a function of the inner
population mix k4 and kp. Each curve corresponds to a different outer popu-
lation mix N4 and Npg. The dashed line is the outer population mix for which
the system can provide the best result. Note that, the optimal outer popula-
tion mix can slightly change based on the considered index. We now consider
two more indexes (i.e. depletion time T and the energy per job EJ) since, with
multi-class workloads, they behave differently from the energy consumption E.
In particular, we evaluate EJ using Eq. 5:

! Providing evidence about which is the best metric between ERP and ERWS is out
of the purposes of this paper.
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Fig. 5. Performance indexes for the single-class system.
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where U, is computed according to Eq.9 and the average power consumption P
is computed dividing the average energy E by the average total time T

We plot energy consumption in Fig.6a. We used the same values of power
as for the single-class case. With multi-class workloads, it is possible to identify
a set of inner population mixes k4 and kg where the energy consumption is
lower. Moreover, the lower is the number of class A jobs, the lower is the energy
consumption of the system. This is due to the power consumption values that
we used and to the time the jobs of class A spend into the system.

Depletion time can reach the minimum value when N4 = 37 and N = 43
(i.e. the dashed line). Nonetheless, configuration with N4 = 30 and Np = 50
can provide better results when the inner population mix is highly unbalanced.

The main difference between depletion time in Fig. 6b and average response
time in Fig.6c is between configurations 20-60 and 50-30. In particular, the
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system has always a lower depletion time with Ny = 20 and N = 60. Instead,
the average response time of that configuration is slightly greater than the one
computed with N4 = 50 and N = 30.

ERP, ERWS and EJ are plotted in Figs. 6d, e and f respectively. All the three
metrics indicate a different configuration as the best one. More generally, ERWS
and EJ agree on the good performance of the 40-40 configuration, whereas ERP
shows an improvement with N4 = 30 and Ny = 50.

Focusing in the 40-40 configuration (that seems to provide good results for
most of the considered cases) we also analyze how a different size of the FCR K
can affect the performance indexes. Results for ERP, ERWS and EJ are shown in
Fig. 7. Each curve corresponds to a different value of K (i.e. K = {10, 20, 30,40})
and they are plotted as a function of the inner population mix.

The ERP metric shown in Fig.7a indicates that the smaller is the FCR
size, the better will be the energy-response time trade-off of the system. In
Fig. 7b, ERWS seems to depends on both the FCR size and the considered inner
population mix. For example, when the workload is composed for the 60 % by
class A jobs, it is better to work with K = 10. Instead, when there are only jobs
of class B the system should run with K = 30. EJ is shown in Fig. 7c. As opposed
to the ERP metric, the larger is the FCR size, the better are the performance
of the system. It is true especially when the system is strongly unbalanced.

Figure 7d compares the minimum value that the previous analyzed metrics
(i.e. ERP, ERWS and EJ) can achieve for different FCR sizes K. In order to
provide a fair comparison of the considered metrics, all values are normalized in
the [0, 1] range according to the following rules. First we compute:

7(K) = ming(Vs(K)), (10)

where f3 represents the inner population mix (i.e. k4 = - K and kg = K —k4),
and V3(K) is the value of the metric computed for specific 5 and K. From Eq. 10,
we compute the normalized value of each metric with the following formula:

7(K) — ming (1(K))
maz gk (7(K)) — ming (1(K))

o(K) = (11)

To that purpose, ERP has been defined as a function of both R (i.e.
ERP(R) = E[R] - E[E]) and T (i.e. ERP(T) = E[T] - E[E]). It is interesting
to see that the four metrics have different trends. Since ERP(R) is defined on R
and ERP(T) on T, the two metrics have different behaviors with respect to the
number of jobs in the FCR: the former is increasing and the latter is decreasing.
Also EJ depends on T (see Eq.4), thus it is decreasing too. Instead, ERWS has
a parabolic shape.

Finally, in Fig.8, we plot the length of the phases ®(I), &(II), ¢(I1I)
described in Eq. 9. The considered configuration is the 40-40, with 20 jobs admit-
ted at the same time in the FCR. We divide Phase II and Phase III in three
sub-phases in order to distinguish among all the available possibilities (i.e. both
class A and class B jobs, only class A jobs or only class B jobs are in execution).
Note that, the sum of the duration of all the phases is equal to the depletion
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Fig. 6. Performance indexes for the multi-class system with different outer population
mixes. X-Y means N4 = X and Ng =Y.

time for that specific configuration. In general, it would be arguable that the
longer is the Phase I, the shorter is the depletion time of the system, since the
scheduler can only work in that phase. In Fig. 8, this can be seen when there are
12 jobs of class A and 8 jobs of class B in the FCR. Unfortunately, this is not
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true for all the configurations; for example, when there are 50 jobs of class A
and 30 jobs of class B in the whole system, the longest Phase I and the shortest
depletion time do not meet the same inner population mix. In that case, the
system has the longest Phase I when 95 % of jobs in the FCR belong to class A,
whereas the shortest depletion time is reached when only the 70 % of jobs in the
FCR are of class A.

5 Conclusion

In this paper we investigated the performance of models of a computational par-
adigm consisting of a given pool of jobs of known size that must be executed
by a system having a limited capacity. The objective is to optimize the perfor-
mance so that the energy consumption required to execute a complete workload
is minimized. To this aim, with a multi-class workload we have considered a
scheduling policy that try to optimize the mix of jobs of the different classes
in concurrent execution. Future works will investigate different policies and will
focus on the analytical computation of the optimal point for a given metric. We
are also implementing specific benchmarks to validate our theoretical approach
against measurements.
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Abstract. We describe a queueing network model for mobile servers
on a network’s graph. The principle behind resembles the procedure to
consider a “referenced node” in a static network or a network of mobile
nodes. We investigate an integrated model where a “referenced mobile
node” is described jointly with all other mobile nodes. The distinguished
feature is that we operate on distinct levels of detail, microlevel for the
“referenced mobile node”, macrolevel for all other moving nodes. The
main achievement is the explicit stationary distribution which is of prod-
uct form and indicates separability of the system in equilibrium.

Keywords: Jackson networks - Mobile nodes - Sensor nodes - Random
waypoint models + Product form equilibrium - Separability

1 Introduction

Analytically solvable models of sensor networks often exploit Jackson networks
and their generalizations, e.g. BCMP and Kelly networks. This seems to be nat-
ural whenever the sensor nodes are deployed in a predefined area and remain on
their position as static sensors. For an in-depth study of an advanced setting see
[MAGO6], a more recent study is [WYH12] which elaborates on a simpler net-
work but incorporates refined details. In these settings each node of the Jackson
network represents a sensor: Its message queue is modeled by an exponential
queueing system which constitutes the internal structure of the node.

It seems to be less obvious that Jackson networks can serve as models for
networks of mobile sensor nodes but there is now a bulk of studies available
where this methodology was successfully applied, a survey is [WDWO07]. In gen-
eral the authors proceed as follows: In a first step a single “referenced node” is
investigated in detail collecting the other nodes and more (external) informa-
tion into the node’s environment. Thereafter, the nodes are combined by some
approximating procedure to enforce closed form steady state solutions of the
steady state equations, typical examples are [Lil1l,LTL05,ZL11, QFX+11].

Although in all these papers the authors propose that their two-step modeling
procedure yields results which are in good agreement with simulation results,
there still remains the weak point that formally the models do not fall into
the class of product form networks of the Jacksonian type, where the exact
solution of the global balance equations is at hand and yields a simple equilibrium
distribution.
© Springer International Publishing Switzerland 2016
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It is the aim of the present paper to go one first step on the path to such
a theory: To start with a network model for a high dimensional system, to
construct a Markov process for the evolution of the system over time, to write
down the global balance equations, and to solve this equations explicitly without
any intermediate decomposition-aggregation steps, and eventually to come up
with a product form solution. In the language of product form calculus we end
up with a proof that the system’s coordinate processes are separable.

These coordinates are not only queue length processes, similarly e.g. to net-
works in a random environment, where some of the coordinates represent the
external environment of a standard Jackson network. Examples for such mixed
coordinate processes are described in the survey [Dadl5]. Our model similarly
will not fit into the class of Jackson or BCMP networks.

We emphasize that our model is a very stylized picture of the motivating real
world systems, and we make simplifying assumptions as it is well established in
the Jackson or BCMP setting. We will discuss this in detail below.

A special feature of our work is a two-scale modeling: We start with a network
of moving servers (mobile nodes) and describe one distinguished server in full
detail (on the microlevel), while the other servers are described on a macrolevel
providing only rough information, which in our case is the overall number of
“other” servers present at each vertex of the network.

A natural continuation of the project is to consider more moving servers on
the microlevel. This is part of ongoing research.

Related Work: Besides the work mentioned in the second paragraph of this
introduction it will come out that our model has close connections to sensor
networks with static nodes where to enhance connectivity additional mobil nodes
are moving in the network’s area, for an investigation concentrating on end-to-
end delay see [AKO8] and the references there.

We owe a special feature of our model to Gannon, Pechersky, Suhov, and
Yambartsev [GPE+14] who investigated models from statistical physics in an
environment which has the structure of a Jackson network. Of special interest to
our setting is their simplest model: A random walker on the nodes of a standard
Jackson network. The interaction of the Jacksonian queues and the random
walker is of the form that the random walker acts as an attractor or a repeller
for standard customers to the node where the random walker resides.

The random walker model of Gannon, Pechersky, Suhov, and Yambartsev is
not covered by the BCMP or Kelly networks framework [BCMP75,Kel79] but
closely related.

The Paper’s Structure: In Sect. 2 we describe typical scenarios of mobile sen-
sor networks and extract general principles. We emphasize underlying mobility
schemes, e.g. random waypoint regimes. In Sect. 3 we shortly present standard
Jackson networks, and in Sect. 4 we describe how the distinguished moving server
is added to the Jackson network and prove our main result on separability of
this network under stationarity conditions. In Sect.5 we summarize our findings
and indicate directions of further research.
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Notation and Conventions:

e Rf =1[0,00),N=1,2,3,...,Ng = {0} UN.
Node set of our graphs (networks) is J := {1,..., J}. The “extended node set”
is Jo:={0,1,...,J}, where “0” refers to the source and sink of the network.

e; is the standard j-th base vector in Ng if1<jyj<J.

n=(n;:je J) is the joint queue length vector of the Jackson network.
Indicator function 14 = 1 if A is true, 14 = 0 otherwise.
Kronecker-Delta 0., := 1j;—y)-

Distances are denoted by d; if necessary, details will be given in the text.

2 Network Scenarios

The scenarios we have in mind encompass moving interdependent entities which
are distributed in space. These entities usually carry a complex internal struc-
ture. Because we will end with a generalized queueing network model we will
refer to the various entities, unless otherwise specified, as moving “customers”
in a network, details will be introduced below.

Example 2.1. [WWDLO07] Given an area which is cell-partitioned into disjoint
(non-overlapping) cells (subareas), collected in the cell set J = {1,...,J}, the
customers are “delay/fault-tolerant mobile sensors”, initially distributed ran-
domly over the cells, and each sensor is associated with a home cell. The proba-
bility r(m; 1, j) that a sensor with home cell m, staying in cell i moves to cell j is
inverse-proportional to the distance between cells m and j, r(m;i,j) ~ d(m,j)~ .
Each sensor has a data queue (that contains maximum K messages) which
receives and sends messages. Therefore the sensor’s internal structure is that of
a single server queue. A sensor with home cell m generates data and inserts data
messages into its queue with rate \,,. Moreover, it obtains data messages from
other sensors to forward these in direction to a sink of the network. The message
queue decreases with a rate which depends on the queue length and in general on
the status of the nodes in the neighbourhood. In [WDW07][Sect. 3.4] this model

of a cell-partitioned area is used to analyse movements in the ZebraNet.

Example 2.2. In [BHO6][Sect. 5.1] a mobility model with geographic constraints
1s described: Customers’ movements are restricted “to the pathways in the map”.
Customers in this ezample are non-stationary sensor nodes. The resulting model
for the structure of the feasible movements is a random graph. The vertices of
the graph usually represent buildings and/or street intersections of a city and
the edges model streets and freeways of the city between these buildings, resp.
intersections. Initially the customers are distributed randomly over the edges of
the graph. Thereafter for each customer a destination vertex is chosen randomly
and the customers move on a shortest path on the edges to their destination,
staying there for a random time, and selects a new destination vertex for the
next movement, and so on.
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Example 2.3. Another mobility model in [BHOG][Sect. 5.2] with geographic con-
straints is an “obstacle mobility model”. The obstacles are buildings in the area
under consideration and the pathways are found by construction of the Voronoi
diagram with edges between the vertices defined by the buildings. The mobile
nodes (customers) are allowed to move between the buildings on the Voronoi
pathways only: Whenever a node leaves a vertex (after staying a random time
there) it selects its next building randomly and moves towards this vertex on a
shortest path over the edges.

Summarizing the scenarios: In any case a finite set of vertices is connected by
a structured set of edges. While in the second and third scenario the buildings
and street intersections naturally can be modeled as vertices (points), in the first
scenario we generate a vertex by contracting the cell to a point, which is in line
with the analytical investigation in [WWDLO07]. On this graph the customers
(nodes) move according to some randomized regime. The number of customers
may be fixed or varying, possibly without bound.

We will concentrate on the case of an unlimited number of customers which
arrive from the exterior of the graph and depart eventually. The set of vertices is
J=1{1,...,J}, the edges will be determined by the transition graph of the mobil-
ity regime. We will assume that the routing decisions according to the mobility
scheme of the customers are determined as follows: Whenever a customer leaves
vertex ¢ he selects his subsequent vertex j with probability r(¢,5) > 0, given i
independent of anything else. This procedure transforms Examples2.2 and 2.3
into a (generalized) Jackson network, to be defined in Sect. 3.

This simple Jackson network like outcome for Examples 2.2 and 2.3 is possible
because the themes in the survey [BHO6] are mobility regimes, e.g. random
waypoint models and their generalizations. The center of the present paper is to
extend the Jackson network model to incorporate Example 2.1.

At present, analytical results for this extension seem to be out of reach. We
therefore present a simplified network model which distinguishes different levels
of detail. Our procedure is guided by the standard approach to investigate a “ref-
erenced node” in a network of mobile nodes: In a complex network of customers,
pathways, and vertices only one customer is modeled in detail (=“referenced
node”), the influence of the rest of the network is incorporated into a simpli-
fied environment of this customer (=“Jackson network”). The referenced node is
not a node of this underlying Jackson network, but will be a moving M/M/1/o0
queue itself, for more details, see e.g. [WDWOT7][Sect. 3.5], or [KD14].

To be more specific: We take one customer (traveling sensor node = Mov-
ing Queue = MQ) with explicit internal message queue. MQ cycles as a test
customer forever in the network, while all the other customers around him on
the graph’s vertices are only counted as pure Jackson-type customers without
internal structure. The challenging part of the model is the interaction of the
test customer MQ and the other parts of the system.

From an abstract point of view this approach is a two-scale model where the
test customer is investigated on the microlevel very detailed, while all the other
parts of the system are described only on a macrolevel, determined similar to a
mean-field approximation.
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Remark: Neglecting the internal queue of the test customer and some further
features (which will be introduced later on), this model resembles the structure
of so-called mixed BCMP networks [BCMP75]: The mean-field customers are
“external”, coming from and going to an exterior world, while the test customer
is “internal” for the network, cycling inside the network forever.

3 Standard Jackson Networks

We consider a Jackson network [Jac57] with node set J := {1,...,J}. Cus-
tomers arrive in independent external Poisson streams, at node j with intensity
Aj >0, weset A=A +...4+ Ay > 0. Customers are indistinguishable, follow
the same rules, and request for exponentially(1)-distributed service at all nodes.
All these requests constitute an independent family of variables which are inde-
pendent of the arrival streams. Nodes are exponential single servers with state
dependent service rates and infinite waiting room under first-come-first-served
(FCFS) regime. If at node i are n; > 0 customers, either in service or wait-
ing, service is provided there with intensity p;(n;) > 0. Routing is Markovian,
a customer departing from node ¢ immediately proceeds to node j with prob-
ability r(¢,7) > 0, and departs from the network with probability r(j,0). Tak-
ing r(0,7) = A;/A, r(0,0) = 0, we assume that the extended routing matrix
r = (r(i,§) : i,j € Jo) is irreducible. Then the traffic equations

J
ni=XN+ > mir(i,j),  jeET, (3.1)
=1

have a unique solution which we denote by n = (n; : j € J). We extend the
traffic Eq. (3.1) to a steady state equation for a routing Markov chain by

J
ni= Y mir(i,g),  §=01,...,J, (3:2)
=0

which is solved by n = (n; : j = 0,1,...,J), where 1y := A, the other n; are
from (3.1). We use 7 in both meanings and emphasize the later one by extended
traffic solution 7. n is in both cases usually not a stochastic vector.

Let X = (X(¢t) : t > 0) denote the vector process recording the queue
lengths in the network. X (t) = (X1(¢),...,Xs(t)) reads: at time ¢ there are
X (t) customers present at node j, either in service or waiting. The assumptions

put on the system imply that X is a Markov process on state space Nb] . For
an ergodic network process X Jackson’s theorem [Jac57] states that the unique
steady state and limiting distribution £ on NO‘] is with normalization constants
C(j) for the marginal (over nodes) distributions

J M . _
§m) = &m....np) = [T I] uj’&)cu)—l, neN].  (33)
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Assumption 3.1. Throughout we set the following assumption in force:
The extended routing matriz r = (r(i,j) : i,j € Jo) is reversible with respect
to the measure n = (n; : j € Jo), i.e. it holds

nir(s,4) =mir(i,g), Vi, j=0,1,....J (3.4)

4 Injecting a Moving Queue into the Jackson Network

We take the Jackson network from Sect. 3 and enlarge this network by adding a
“distinguished customer” called MQ (= Moving Queue = mobile sensor node)
who cycles on the nodes of the network forever, governed by an irreducible
stochastic matrix p = (p(i, ) : 4,5 € J). In the language of BCMP models MQ
is an “internal customer” while the other customers are “external” which arrive
from the source and eventually depart to the sink. MQ is characterized by its
position k € J on the network and its queue length ¢ € Ny. The internal service
rates (death rates) §(¢) > 0 and arrival rates (birth rates) S(¢) > 0 for MQ’s
internal queue are strictly positive and in general queue length dependent.

It will come out that a Markov process description of the system is possible
with state space E := NO‘] x J x Ng. The process of interest is denoted by

Z=(X,V,Y)=((X(®),V(t),Y():t>0)
=((X1(¢),...,. Xy(),V(t),Y(t)) : t >0),

where ((X1(t),...,X(t),V(t),Y(¢)) indicates that at time ¢ there are X;(¢)
external customers at node j € J, and that MQ is located at node V (¢) € J and
has a queue length of Y (¢) € Ng. A typical state of the system will be denoted
by (n1,...,ny,k,0).

The dynamics of the MQ is influenced by the joint queue length process X
only locally. If MQ resides at time t at node V(t) = k, additional capacity is
provided there to “serve” MQ in parallel to the nj other customers present which
are served in a FCFS regime. The additional capacity to serve MQ results in a
departure intensity

V) (g, 0) = e 9 (4.1)

for MQ with a fixed constant ¢ € (—o0, 0]. Being served at k, MQ immediately
jumps to node k" € J with probability p(k, k). p is not required to be reversible.
We further define for any k& € J an influence vector

v(k) = (y;(k) 1 j € To) € (0,170, with o(k) := 1, (4.2)

which is in force whenever MQ resides in node k. These influence vectors describe
in a compact way the consequences for the other Jackson customers, originating
from MQ’s actual position in the network.

Assume that at time t MQ stays at node V(t) = k € J and the queue
length at j is X;(t) = n; > 1,5 € J. Then the customer at the head of the
line of node j (if any) is served with intensity p;(n;, k) := p;(n;) - v;(k). When
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this customer’s service expires, he departs immediately directed by the adjusted
routing probability vector r*) = (+(*¥)(j,i) : 5,4 € Jy), which is defined for the
non-diagonal transition probabilities (i # j)

for j =0:

r(0,7) - v (k), ifi £k,
T(O7k) ’ Vk(k) e’ ifi =k,

O fOr]#O,]#k _
r (]77’) E r(]72)72(k)7 lf’LEJO\{Jvk}v
r(j, k) - ye(k) -e?, if i =k,
for j=k:

r(k,i) - vi(k), if i € Jo \ {k}.
The diagonal transition probabilities (j = i) are

for j € Jo \ {k} :
Y (s 2\ o — T(]?J) + Zh;&j,k ’I"(j, h) : (1 - ’Yh(k)) + T(jvk) . (1 - fyk(k‘) : e‘P)’
r ) = for j=k:
r(k, k) + Zh;&k r(k,h) - (1 = ya(k)).

This definition implies for the effective external arrival rates \;(k) = \-r(*)(0, 1)

Ar(0,4) - yi(k), if i # k;
Ar(0, k) - i (k) - €%, ifi=Fk (4.3)

A (Zh;ék- r(0,h) - (1 —n(k)) +7(0,k) - (1 — y(k) - e“")) ,if i =0.

If MQ resides at k, then for ¢ = 0 in (4.3) A — Ag(k) is the effective arrival rate
at the network, due to MQ’s influence on the network when staying in k.

Remarks: (i) Consider the case ¢ = 0. If MQ stays at vertex k, setting the influ-
ence vector v(k) in force, the rerouting probabilities for the other customers
can be considered as randomized reflection, defined in [KDO14][Sect.2.2]: A
customer departing from ¢ who selects (with probability r(i,7)) to enter j is
allowed to settle down at j with probability v;(k); with probability 1 — (k)
he is reflected at j and stays on at ¢ to obtain another service. (ii) This is a
random generalization of the well-known blocking resolution scheme blocking-
after-service (BAS) in connection with repeated service and random destination
(rs-rd) which is applied in transmission networks with finite buffers to protect
against buffer overflow, see [Onv90][p. 502]. (iii) Randomized reflection has been
used successfully to redirect routing of customers in Jackson networks in a ran-
dom environment. Rerouting is interpreted there as a reaction of a network’s
(local) controllers when environment condition changes and therefore capacities
in the network are changed, see [KDO16]. (iv) The factor ¥ can be replaced here
and in (4.11) below by any number in a € (0, 1]. Setting a to e® gives notational
credit to the paper [GPE+14], where it seemingly occurred first in this form.
Because of ¢ < 0, MQ acts as a repeller for the other Jackson customers
who want to enter the vertex where MQ resides. On the other side, the form of
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v®) (ng, £) enforces MQ to leave a cell or building where already many customers
are present. The more involved case of MQ as an attractor, i.e. ¢ > 0 is part of
our ongoing research.

Example 4.1. For simplicity of presentation we have fized FCFS regime for
the Jackson metwork customers with state dependent service rates. This frame-
work covers the seemingly most important special service rates to enclose the
Example 2.1 in our setting. Recall that in this scenario the vertex j € J is a
representative for a cell where n; mobile sensors are present. It is tempting to
assume that the sensors move (almost) independently of one another. This can
be modeled by taking pj(n;) = pj - n; for some (regional) cell specific constant
Lj, i.e. the vertex j acts as an M/M /oo node as long as j # k.

If j =k, i.e. MQ resides in cell j, a similar conclusion via classical BCMP
or Kelly framework of queueing networks seems to be not possible, but neverthe-
less it is tempting again to visualize the cell as an infinite server with the special
property that the internal customer M@ is served with an additional locally state
dependent capacity which is controlled by the function e=%¥™  similar to Kelly’s
ox(nk + 1) [Kel79][p. 58].

Example 4.2. For the Examples 2.2 and 2.3 a reference to infinite server sys-
tems is even more natural if we recall that in both scenarios the vertices are build-
ings or lane intersections, where customers stay for a random amount of time,
while the edges are lanes between these vertices. The joint movement of entities
on a lane is naturally modeled in transportation networks by being served at an
infinite server. The “service” at the vertices might be modeled by more specific
service disciplines, e.g. FCFS at a road intersection.

Example 4.3. The influence vectors v(k) = (v;(k) : j € Jo) are versatile
devices to determine the influence of MQ. Denote by d : J x J — Ny the distance
between vertices of the network, i.e. d(i,j) is the minimal number of hops to reach
vertex j from i, where d(i,i) = 0. If v(k) fulfils v;(k) = 1 unless d(k,j) <1 the
influence of MQ on the network is restricted to the 1-hop neighbourhood. If (k)
fulfils v; (k) = 1 unless d(k, j) < 2 its influence is restricted to the 2-hop range.

The strictly positive transition rates of Z are

qn, k., l;n+ ek, 0) = Xi(k), (4.4)

g, k, 60— e,k 0) = 10,50 15 (n;.k)r™(4,0), (4.5)
qn, ki —e; + e,k 0) = 10,501t (nj.k)r®)(4,4), (4.6)
g, k, 60,k 0) = v P (ng,, Op(k, k), (4.7)

qn, k, 6;nk, 0+ 1) = 5(0), (4.8)

q(n, k, f;n, k0 — 1) = 1(450)0(£). (4.9)

The proof of the next theorem is omitted. It is along the same lines as that of
the following one.
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Theorem 4.4. Assume Z to be ergodic. Then its unique stationary and limiting
distribution is with normalization constant C'

—1
m(n, -1 H H tpnkﬂ)k li[o (s(f(j_)l), (n,k,0) €E.  (4.10)

qlml

Here (ng : g € J) is taken from (3.1) and (Y : k € J) is the unique stationary
distribution of MQ’s routing matriz p = (p(k, k') : k, k' € J).

We now allow that the internal birth and death rates of MQ are not only
queue length dependent, but also location dependent. So, if MQ resides at k,
service rates are §(®)(¢) > 0 and arrival rates are 3*)(¢) > 0. Furthermore MQ’s
travel transition rates are now

V) (g, 0) = e H ﬁ( (s +)1). (4.11)

The strictly positive transition rates of the system are again (4.4)-(4.6) (invari-
ant) and with adapted rates

Q(n7k7€;na ]{:/’6) = l/(k)(nk7f)p(k,k/)7 (412)
g,k m k 0+ 1) = R (1), (4.13)
q(n,k, 6,k 0 — 1) = 145.0)0™) (0). (4.14)

The global balance equations for Z are for (n,k,¢) € E

w0 SO NE) + 3 Loy, k) (1 = 79 (3,1))

ieJ ied
+ BB () + 15000 (0) +v® (i, O(1 = plk, b))

= lsozm—e, k ON(k) + Y z(n+e;,k Op;(n; + 1,k)r*(j,0)

ieJ jeJ
+ o) >, w(m—ei+e;,k Oui(ng +1,k)r* (1)
i€J jeT\{i}
+1(5>0)z( kot —1)B® (0 —1) + z(n, k, 0+ 1)0® (£ 4 1)
+ Y am K 0 (g, Op(k k).
k’eJ\{k}

Theorem 4.5. Assume Z to be ergodic. Then its unique stationary and limiting
distribution is with normalization constant C

ng -1 k)
(n, - H1 H1 e H - 81)1) (n,k,0) €E. (4.15)
g=1m

(ng : g € J) is from (3.1) and (Y, : k € J) is the unique stationary distribution
of MQ’s stochastic routing matriz p = (p(k, k') : k, k' € J).
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Proof. We exploit some detailed balance equations which underly the structure
of the global balance equation. We first consider the terms concerning the queue
length process Y of M(Q and equate

2(0,, 0)[B9(0) + 1150)0M (6)
= 1soyz(n, k, 0 — )% (0 — 1) + x(n, k, £+ 1)6® (£ + 1),

which after inserting 7 and canceling C~ [ 1 [imy sy e 4y, yields global

m=1 pg(m)
balance equations for an ergodic birth-death process with parameters 3(%) (£) and
5 (¢), respectively, which are parametrized by (n, k). Next, we equate

2,k ) [V (g, (1= p(k, )| = D7 @l K, Ov) (g, Op(K ),

k'€ T\{k}

which after inserting 7 and canceling C~! H g=1 I ) yields

mlu(

®) (s 5
ewnwkﬂ e [H e )]

) (s 5(k> /
= Z w’”/’k’H 5(5) s+1) {H S+1 e‘“""’@p(k’,k)]

k' cT\{k}

This boils down to the balance equation of MQ’s routing matrix p = (p(k,&’) :
k,k" € J) which by definition is solved by (1%, : k € J). The remaining terms are

(0, O SN K) + 3 L sopasCna (L = 7D 6, )]

ieJ ieJ
= lmsorm—e,kON(k) + Yz +ej,k Ow;(n; + 1,k)r*(j,0)
i€J jeJ
D sy >, w(n—e;+e;k Ouing +1,k)r* (j,i).
ieJ jeI\{i}

Note that constantly occurs (k, /). Canceling C =14y, Hi;é % and multi-

—1
plying with (H g=1 IThe, N (m ) we obtain the equation
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ek [ Z Ar(0,7) - vi (k) + Ar(0, k) - v (k) - €%
icJ\{k}
+ > Lnysoysi(na)vilk) (1 = r(i, i)
i€ J\{k}
= > (iR = (k) = (i k) (L= (k) - ¢?))

heJ\{s,k}

s () - (k) (1= (b k) = 30 vk, h)(1 = (k)]
heJ\{k}
= ¥k Z 1(n1>0) () ))\7“(0 7,) (k)

icJ\{k}

+ 6@(7%_1)1(7% >0) qugnk)/\r(ov k) ’ ’Yk(k)ecp
k

et Y ——T—p(n; + 1)v;(k)r(4,0)
= pj(nj + 1)
JeJI\{k}

plrtt) Tk __ 1)y (k)r (k. 0
PO+ () (1)

n i1 75 .
+efm Z Ln;>0) Z ( ) ’ pg (g =+ 1)y (k)7 (4, 4)vi (k)
= ni pi(ng+1)
i€ J\{k} jeI\{k,i}

N — Lo (T nj .
+e? D ) Y ) (1 + 1)y, (k)er(j, k) (k)
P (nj +1)

i (1 .
+ e (e F1) Z 1(ni>0),u ( ) L 7 pr(ng + D)y (k)r(k, i)y (k).
T\ (k) i Mk (nk + )

By canceling e#™* we obtain after some algebraic manipulations

(2) (1)
Z Ar(0,4) - vi (k) + Ar(0, k) - v (k) - €¥
i€ T\{k}
(6) (5) (3)
+ Y lwsoma)yuk) (D v k) + (k) (k) - e +7(1,0)) )
i€T\{k} heT\{4,k}
(7 (4)
—_——— —
+ 1y >0y tk () - i () Z r(k, h)yn (k) +r(k,()))]
heT\{k}
(3) (4)

= Y dpeek )wo D) -7 (k) + Lm0y PP 50 (0, ) - ()
zGJ\{k:} "Ik
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(2) (1)

+ Y R, 0)) + e nen (k)r(k, 0))
eIk

(6)

D SR S e CHT )

icJ\{k} JET\{k,i}

)

Hoso 3 05000
jeI\{k}

(5)

F Y lsn M 0 k)
i€ J\{k}

We are now enforced to recur to Assumption 3.1 and equate pairwise terms with the
help of reversibility of r. We equate the indicated partial sums and obtain after premul-

tiplication with associated factors from outside of brackets the following valid expres-
sions.

Because of A = 19 the next four lines follow:

Ar(0,k) - i (k) - €% 2 e myi (k)r(k, 0),
Vie T\{k}:  Ar(0,6) - 7i(k) E nivi(k)r (i, 0),
vie J\ {k}: il (n;>0)pi(ns) - i (k)r (i, 0) @ Lng>0)iti(n3) Ar(0, ) - vi(k),

“)
MeL(ny >0y (ne) - Y (R)r(k, 0) = 1(ny >0y (ne) Ar(0, k) - vi(k),

and the next lines are obvious from reversibility:

Vie J\{k}: milen,>0)pi(ni)vi(k)r(i, k)ye(k)e?

(5) .
= ¥ (n, >0y i (na) ey (k)r(k, i)y (k),

Vi, j € J\A{k} : mil(n, >0y i (i) ve (k)r (i, )v; (k)

© Lin; >0y i (ni)n;v; (k)7 (4, 9)v: (k),
Vi€ J\{k} : i liny, >0y mr (na) v (k)7 (k, 5)7v; (k)

) .
= Ling, >0y s () n5775 (B)7 (3, k) ve (K).

This validates 7 as the global balance equations of Z.

Example 4.6 We proved the theorems with service rates pj(n; k) =
15 (ni)v; (k) when n; Jackson network customers stay at vertex j and MQ resides
at k. In Examples 4.1 and 4.2 we demonstrated that this covers especially the nat-
ural infinite server setting for the Jackson customers. This leads to the observa-
tion that by ~y; (k) the service intensity of the individual customers is reduced:

i (nj, k) = (v (k))n;
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Discussion of the Modeling Assumptions: (i) The process Z is not
reversible although the pure Jackson network process without the MQ is
reversible with respect to the stationary distribution £(n) from (3.3) by Assump-
tion 3.1. Reversibility of the underlying pure Jackson network process seems at
the present stage of development indispensable. This clearly restricts applicabil-
ity of the result of Theorem4.5. For example it excludes one-way lanes for the
traveling nodes. On the other side, starting with this case is worth for laying the
ground for eventually more general settings. (i) Introducing influence vectors
(k) = (vj(k) : j € Jo) € (0,1]7° which are in force whenever MQ resides in
node k, and MQ’s repeller function, goes back to ideas in [GPE+14,KDO14].
There this controls interactions between different components of a multidimen-
sional system. Application of this scheme in the context of this paper is still
restricted due to 0 < 7;(k) < 1, which means that for the influenced service
rates holds p(n;, k) < p(n;) for all n;. The power of this scheme will come out
when 0 < «,(k) < oo is included as is demonstrated in [KDO16]. With ¢ > 0,
in context of the models considered here (e.g. in Example 2.1) this means that
whenever MQ is present at k, the rate of incoming other customers into cell & is
increased. In the framework of [AKO08] this would increase the connectivity of the
network. This is part of our future research. (iii) The most critical point is in our
opinion the choice of the portion of the vertices’ capacity dedicated to MQ. For
the situation of Theorem 4.4 we have taken v*)(ny,, £) =: 7 (n},) = e=¥™ from
[GPE+14]. Studying the balance equations there (and in our more complicated
framework as well) reveals that this choice is essential to obtain the product form
steady state via reversibility. We mention that in [GPE+14] there is no “mov-
ing queue” but only a “random walker” with reversible routing, but without
any internal structure. MQ’s routing matrix p is not required to be reversible.
Moreover, in the framework of Theorem 4.4 we do not need additional special
assumptions. These come into the play if the development of MQ’s internal mes-
sage queue is location dependent (i.e. S (-),5%)(.)) which is desirable in our
opinion. We pay with requiring the complicated service rates v*) (ng, £) in (4.11).

Example 4.7. Consider the scenario from [WWDLO7] in Example 2.1 and take
a distinguished moving node in the cell-partitioned area. If we want to reduce the
other nodes to customers in a network, we are faced with the problem, that the
routing of these customers is dependent on the position of their home-cell, i.e.
we need customer types which carry this information.

Our present oversimplified model does not offer this feature.

With our formalism it is possible to take the distinguished node’s routing as
the matriz p and then construct an averaged routing matriz r for the other cus-
tomers, where averaging is done according to weights representing the population
sizes of the home-cells. A similar averaging is necessary for the mean sojourn
times for these other customers in the different cells they visit. To obtain these
averaged values needs iterative procedures because we admit arrivals from and
departures to the exterior for the other customers.
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5 Conclusion and Further Research

We have developed a two-scale model for a network of mobile nodes, guided
by scenarios from the literature on mobile sensor networks. The main outcome
is the stationary distribution of the system which exhibits its separability in
equilibrium.

Further research will be on including into the theory the case of the mobile
customer being an attractor for the other customers, the possibility to have
different classes of external customers with individual class dependent service
time distributions, and to investigate on the microlevel two or more internal
moving queues injected into the Jackson network and their interaction.

A seemingly hard problem will be to remove the assumption of reversibility
of the underlying Jackson network.

Acknowledgement. I thank Sonja Otten and Ruslan Krenzler for helpful discussions
on the subject of the paper. I am thankful for three reviewers’ helpful comments on
the first version of this paper.
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Abstract. In this paper we extended the simulator based on the TRI-
ANA concept, with a model for the heat demand of households. The heat
demand is determined based on factors such as building properties, user
setpoints and weather conditions. The simulator exploits the flexibility
of both the electricity and heat components to optimize the stream of
both commodities, heat and electricity.

Keywords: TRIANA - Demand side management + Heating system

1 Introduction

Over the previous decade, there has been an increase in the amount of locally
generated energy, e.g. by installing PV panels. As a result, a considerable part
of the electricity needed in the local grids can be supported by these renewable
energy production. However, the demand hours do not always match the pro-
duction hours of renewable energies. Technologies such as electrical and thermal
storage, and smart gird concepts steering controllable devices can help to balance
the locally generated energy and the total demand.

This paper presents a multi-commodity simulation tool of a smart controlled
micro-grid using the TRIANA simulator. As an example we show a simulation
that aims to balance the supply and demand of heat and electricity for a group
of houses in such a micro-grid. In the current tool, PV panels and a central
combined heat and power system (CHP) are the local energy producers. Addi-
tionally, each house is equipped with time-shiftable devices, an electric battery
and a floor heating system.The desired tool can be used to answer questions like
e.g. under which conditions such a micro-grid with local production, storage and
demand has the ability to operate independent of the grid.

2 The TRIANA Simulator

TRIANA is a three-step control methodology for energy management and has
been developed at the University of Twente [2,3]. The three steps are: prediction,
planning and real-time control. Prediction of the demand and production is
done on device level. To match the demand and production locally as good
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as possible, a planning is determined for a certain time horizon based on the
achieved predictions. Finally, real-time control steers the system in the direction
of the planning.

TRIANA optimizes the planning toward an objective using a central con-
troller. In this work, we use the profile steering method introduced in [4] to
control the devices. This methodology attempts to steer the realized profile of
the system toward a desired profile. In other words, it minimizes the deviation
between the realized energy usage and a desired profile.

Modeling an energy system in TRIANA is done by using suitable component
models termed devices. The following three types of device are examples of device
classes supported by TRIANA:

— Uncontrollable devices: Uncontrollable devices can be divided into consumers
and producers. Devices such as lighting and ventilation consume electricity
and have a static consumption profile. The producers, such as PV panels,
have a static production profile, which is achieved by predictions based on
weather data, the size, efficiency and orientation of PV panel, etc.

— Time-shiftable devices: These kinds of device, like washing machines, offer
flexibility of their starting time and they have the constraint to be finished
before a specific time. Based on this time specification it can be decided what
the best time is to turn a device on.

— Buffer devices: Buffer devices have more flexibility, since they can be charged
and discharged. Hereby, constraints such as a certain state of charge up to a
specific time may have to be taken into account. Various type of devices can be
categorized as a buffer with specific characteristics. Examples of buffer-typed
devices include normal buffer such as a battery, buffer-converter devices such
as a thermal buffer and buffer-time-shiftable devices such as electrical vehicle.

Although TRIANA is a general concept, the developed simulation tool up to
now was mainly electricity oriented and did not have any components to model
the heat demand of a house. E.g. in [5] just a static input is used for describing
the heating demand of houses. However, a smart grid oriented control will be
more effective if a sophisticated house model is used that also describes the
flexibility of the heating system of a house in relation to building properties,
user setpoints and weather conditions. This leads to a dynamic heat model that
reveals the flexibility of the heating system.

The main contribution of this paper is to add such a heating system com-
ponent to TRIANA (see Sect. 3). In this way the heat demand is no longer just
static, but can be incorporated in the control of the house to match demand and
supply on grid level.

3 Extending TRIANA with Heat Components

The heating system added to the TRIANA simulation tool is a floor heating
system for a single house as is described in [1]. In this heating system, thermal
nodes with a thermal capacitance are defined for the floor and for a zone which is
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affected by separation walls, inner and outer envelope walls and the ceiling. The
zone node is affected by ventilation, infiltration, appliances and the presence of
people. Furthermore, the solar gain through the window area is also considered.

The controller of the floor heating system is also dependent on some other
variables, i.e. max floor temperature, user setpoints (Ts), acceptable deviation
from setpoint (d). The heating system is modeled such that it turns on when the
zone temperature (7)) is low and deviates more than d from T, (T, < Ts —d). It
stays on until either the zone temperature passes the highest acceptable deviation
(T, > Ts + d) or the maximum floor temperature is reached.

Within the implemented use
case, the heat demand of the houses
in a neighborhood is aggregated to
a heat pool which is connected to
a heat buffer and a CHP plant.
Figure1l represents the neighbor-
hood energy system using the model
described in [3]. - fen

For scheduling all flexible appli-
ances in the house, as well as the
CHP plant and the heat buffer, we
use the profile steering method intro-
duced in [4]. Hereby, the heat buffer
gives the CHP plant flexibility to Fig. 1. .The neighborhood energy system
carry out some pre-heating by fill- schematic [5]
ing the buffer already before the time the heat is required, when electricity is
needed. The only constraints now is that the state of charge of the buffer always
must be enough to provide the predicted heat consumption for the next periods.

4 Results

In this section, a case study that consists of both heat and electricity demand is
presented as an example of a multi-commodity simulation in TRIANA.This case
study has already been described in [5]. The model includes 16 well-insulated
terraced houses, with controllable devices, namely a washing and dish washing
machine, and an electric battery. The houses heated with floor heating, are
equipped with solar-PV panels, and located in a typical Dutch area. Moreover,
there is a central CHP plant in the neighborhood, incorporating a heat buffer
(see Fig.1). Furthermore, inflexible loads are given for each house. The aim of
this case is to investigate to what extent the CHP plant can meet the electricity
demand of the houses.

Two cases are compared. The first case uses the static heat demand as a
direct input for the CHP (Base), and the CHP has to meet the heat demand
directly. In the second case, the heating model is used, and all flexible devices
in the house are controlled to adopt their energy profile to the generation of the
CHP (Control). Hereby, the CHP is also controlled and uses the thermal storage
to supply the heat demand.
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For the evaluation, a week with high heat demand and low PV generation is
chosen, in which the total amount of generated electricity by the CHP is always
higher than the total electricity consumption of all houses. Thus, in principle the
CHP could meet all electricity demand. Such a week is ideal to investigate the
effectiveness of using a control methodology for flexible devices such as CHP.

In Fig. 2a, the resulting total power profiles of the complete neighborhood
are given for both cases. In the Base case, electricity generated by the CHP is
often not enough to meet all the electricity demand. However, in the Control
case, the profile of the CHP can meet the demand using only a minimal amount
of energy from the grid. In contrast to the Base case with a large swing, the
Control case has a flat profile due to the balancing.

Figure 2b shows the CHP heat production for both cases and the state of
charge for the heat buffer in the Control case for 2days. The generated heat in
Control case is less spiky than the Base case, since it is using the heat buffer to
meet the heat demand.

5 Conclusion and Future Work

In this paper, a first approach to extend the TRIANA simulator to networks
which include both heat and electricity is presented. The resulting tool is evalu-
ated on data obtained from a model described in [5], where the heating system is
based on floor heating system of a Dutch low energy house. The control method
aims to flatten the electricity profile and to minimize the import of electricity
from the grid. Hereby, the flexibility of the devices is used.

Future work will aim to investigate different control methods to control
the heating system. This is expected to give more flexibility to the CHP heat
generation.
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Abstract. The steadily growing Internet traffic volume for video, IP-TV and
other content needs support by caching systems and architectures which are
provided in global content delivery networks as well as in local networks, on
home gateways or user terminals. The efficiency of caching is important in order
to save transport capacity and to improve throughput and delays.

However, since analytic solutions for the hit rate as the main caching per-
formance measure are not available even under the baseline scenario of an
independent request model (IRM) with usual Zipf request pattern and caching
strategies, simulation methods are used to evaluate caching efficiency. Based on
promising experience with simulation approaches of caching methods in pre-
vious work, we study and verify two main prerequisites: First, a fast random
Zipf rank generator is derived, which allows to extend simulations to billions of
requests. Moreover, the accuracy of alternatives of the hit rate evaluation is
compared based on the 2™ order statistics. The results indicate that the sum of
request probabilities of objects in the cache provides a more precise estimator of
the hit rate as a simple hit count.

Keywords: Simulation of caching strategies * Least Recently Used (LRU) -
Score gated LRU - Least Frequently Used (LFU) - Zipf request pattern -
Random zipf rank generator - 2™ order statistics + Hit rate estimators

1 Introduction: Caching Strategies and Evaluation
by Simulations

Goals and Applications of Web Caching. Caching is widely used for support of IP
services from global scale content delivery networks (CDNG5) to local caches [2, 8—10].
Main goals and benefits are

e to shorten the transport paths and corresponding delays associated with the delivery
of data from an original server to the requesting users,
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¢ to reduce the traffic load, which is most valuable for ISPs on expensive links, e.g.,
on international transatlantic routes or on paid peering connections,

e to shift traffic load from the busy hour to low load phases by prefetching and
overnight cache updates,

e to increase the throughput due to shorter round trip times in TCP connections for
connections from a cache, improving the performance on links and network
domains with high failure rate such as air interfaces in mobile networking,

e and to replicate data in distributed caching infrastructures for enhanced availability
and for enabling higher throughput from multiple caching servers in case of flash
crowds.

The cache replacement strategy is important for the efficiency of caching, measured by
the cache hit rate as the fraction of requests that can be served from cached content.
Least recently used (LRU) and least frequently used (LFU) are main caching principles
[16]. LRU is a widely used caching strategy that simply puts each requested object on
top of a cache being implemented as a double linked list, while evicting the bottom
element if the storage is exhausted. Advantages of LRU are a simple update mechanism
with low constant effort per request and high flexibility to adapt to changing popularity
of objects. The least frequently used (LFU) principle keeps a count statistics for the
number of past requests to each object and fills the cache storage with the most popular
ones. LFU achieves optimum hit rates for independent requests (IRM) and reduces
fluctuation of objects entering and leaving the cache, if their popularity has a mono-
tonous trend over time. However, an unlimited count statistics can’t adapt to changing
popularity rendering pure LFU inapplicable in practice.

Therefore alternatives with limited statistics have been proposed and evaluated
[4, 8, 10, 15]. A wide class of such strategies is attributed as LRFU spectrum by Lee
et al. [14]. These caching schemes include LRU and LFU as extreme cases. Two basic
variants of this family of LRFU caching policies are

e sliding window, where the LFU request count is restricted the window of the
W most recent requests, and

e geometrical fading, introducing a fading or aging factor p < 1 such that the k™ recent
request is weighted by p* and objects are ranked due to the sum of weights.

Both schemes prefer objects for caching based on an especially defined score
function [10]. They include LFU as an unlimited equally weighted count of previous
requests as one extreme for W — 00, p — 1. On the other extreme, geometric fading is
equivalent to LRU for p < 0.5, since then the most recent request dominates the
weights. For sliding window implementations with W = 1, LRU is again resembled, if
the required tie breaker for ranking the objects of the same weight is using the LRU
principle.

Finally, we use and recommend score-gated (SG-)LRU [10] as an approach to
implement LRFU methods combining the advantages of both, LRU and LFU. In
extension of pure LRU, SG-LRU assigns a score to each object and admits an external
object to enter the cache only if its score is higher than the score of the bottom object of
the cache. Otherwise, the bottom object is put on top. In this way, SG-LRU preserves



62 G. Hasslinger et al.

the low LRU update effort, avoiding more complex updates for sorted lists according to
scores [14]. Nonetheless, SG-LRU collects and keeps the highest scored objects in the
cache, provided that the score ranking of objects is stable over longer time. When we
compare pure LRU and SG-LRU in the evaluation part of this work, we use scores
based on geometric fading. In general, sliding window or any arbitrary score function
with low update effort can be combined with SG-LRU, which opens a flexible class of
caching strategies for object specific preferences still based on fast LRU updates.

Simulation of Caching Strategies. Efficient simulation of caching methods directly
reflects in the update effort per request except for the uploading of data for objects
entering the cache. LRU and SG-LRU caching strategies have low constant update
effort per request. Then the random generator for choosing the next object to be
requested becomes another main factor of the simulation effort. For the usual Zipf
distributed request pattern we didn’t find an efficient random generator in the literature
or in simulation tool sets covering the relevant parameter range [5, 20].

Therefore we derived an inversion formula for a Zipf random number generator as a
first part of this work which is applied in the following evaluation of SG-LRU schemes
with a fixed set of objects and fixed popularity according to the independent request
model (IRM). In final examples, we extend the evaluation of caching schemes for a
model including varying popularity of objects with new objects appearing at a maxi-
mum and afterwards decreasing popularity level.

We focus on simulating the hit rate as basic performance measure of caching. One
of the rare exact analytical results on cache hit rates is an upper bound for a cache for
M objects given by the sum of M request probabilities of the most popular objects
under IRM conditions. Moreover, the performance of caching strategies is investigated
based on measurement traces which show hit rate deficits of LRU [15]. In previous
work [10], the simulation test series for hit rate estimations showed low variability.
A main goal of the current work is to control and optimize the precision of simulation
results by investigating the 2" order statistics over multiple time scales.

In the next section we proceed with a brief overview on the relevance of Zipf’s law
in request statistics on popular Internet platforms. A random Zipf rank generator is
developed and verified in Sect. 3. Section 4 presents examples of simulation results
with different run lengths showing decreasing variance and convergence to a mean
estimated hit rate. Sections 5 and 6 compare two hit rate estimators by the count of hits
per request and by the sum of request probabilities of objects in the cache, based on 2™
order statistic. Section 7 extends this comparison to the score gated LRU strategy and
Sect. 8 shows results for another extension of the request model from IRM to
dynamically changing object popularity. Finally, main conclusions from the considered
case studies are summarized in Sect. 9.

2 Zipf’S Law for Access to Content on the Internet

Many studies have confirmed Zipf’s law for request pattern on Internet platforms as a
favourable property for caching efficiency such that a small set of popular web objects
attracts most user requests. When a finite set of N objects is considered for web



Performance and Precision of Web Caching Simulations 63

caching, Zipf’s law assigns decreasing request probabilities z(7) to each of them cor-
responding to their popularity rank r € {1, 2, ..., N}:

dr)y=or P for o f>0; a=2z(1)=1/>" 2(r) (1)

where £ > 0 is an adaptive shape parameter and o is a normalization constant. The
characteristics of Zipf’s law is a focus of the requests on a small fraction of most
popular objects, known as 90:10- (or 80:20-)rules such that the top 10 % of the objects
attract 90 % of the user requests. The shape parameter § determines the skewness of the
distribution, where an 80:20-rule roughly corresponds to £ ~ 0.85 [18]. Access
probabilities are becoming more unbalanced for § — 1 or f > 1. Cases for > 1 are
modeled in [7] but we only found estimations of § < 1 in measurement studies of web
content requests. In particular,

e Breslau et al. [2] obtained 0.64 < f < 0.83 in six web proxy and HTTP request
traces over up to three months duration,
Che et al. [4] obtained 0.64 < £ < (.75 for eight single day traces,

e Fricker et al. [7] obtained f ~ 0.75 and £ ~ 0.82 from two Torrent web sites and
0.56 < £0.88 referring to a collection of other papers including Cha et al. [3], and

e Hefeeda and Saleh [13] obtained 0.6 < § < (.78 for request traces in P2P systems.

Therefore, caching simulations for Zipf distributed requests seem relevant in the
range 0.5 < f < 1. Moreover, infinite object sets can be considered for § > 1, whereas
the sum of probabilities z(r) in Eq. (1) does not converge for f < 1, which imposes a
restriction to a finite set of N objects in the relevant range f < 1.

3 An Inversion Method for a Random Zipf Rank Generator

Owing to the relevance of Zipf request pattern, an efficient random generator for Zipf
distributed ranks is essential for web cache simulations. The random selection of an
object to be addressed next is a time-critical simulation step which must be performed
as part of an (SG-)LRU update step at low constant effort per request.

As a basis, the cumulative distribution function (CDF)

Zeor(n) = 30,0 =30 3 @)

is calculated and stored at the start of the simulation. Then for each request we have to
compute a Zipf distributed rank r € {1,..., N} from a uniform random number R € [0, 1],
such that

ZCDF(r — 1) <R< ZCDF(r> assuming ZCDF(O) = 0. (3)
To the authors’ knowledge, there is no useful recommendation for an efficient Zipf

random generator for web caching purposes available in literature. The Mathematica
tool set documentation [20] refers to an acceptance-rejection method proposed by
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Devroye [5], which is restricted to infinite object sets and excludes the most relevant
range S < 1 for web caching. Instead, we derive a direct inversion formula covering
Zipf distributions of finite support over the entire range £ = 0.

Explicit upper and lower bounds of Zqpp(n) are obtained from a comparison of the
sum of Zipf probabilities as a step function with the integral over the corresponding
continuous function, which is strictly monotonous:

n+1
1-p n+1
x_ﬁalx:x
J =1,
(n+1)"F -1 P
=7 @ < -  Z . .
- <M < - forf>0;p#1. (4)

When we try an approximate Zipf rank generator based on the arithmetic mean of
the upper and lower bound, we experience only partially sufficient precision. The right
hand curves of Fig. 3 show results for an example for N = 10> objects and for different
values of the Zipf shape parameter . The deviations in the rank r are checked by the
condition (3). Small rank deviations < #1 are confirmed only for £ < 0.2 and when f is
close to 1. Rank deviations > 50 are visible for f = 0.9 and even much larger ones for
£ > 1, although this range is not observed for Zipf like web request pattern.

The deviation between the step function for Z-p(n) and the integral in Eq. (4) is
large for the top ranks r but on the other hand it is diminishing with smaller steps for
large r. Therefore, we expect the integral to provide a good approximation especially
for the second half N/2 < r < N, which leads to an almost perfect rank generator:

N N - N B
Zepr(r) = ZCDF(E) +(1— ZCDF(E)) x P/ X
N/2 N/2 forN/2<r<N.
A S ()

= ZCDF(g) +(1- ZCDF(E)) W
2

We obtain the random Zipf rank generator by replacing Zcp(r) with a random value
R (Zcpr(N/2) £ R £ 1) and then invert the formula to obtain the rank » from given R:

R—Zcor(5) r=h— (%)17[;

= 1—ZCDF(%) :le/} _ (%)l—ﬁ
- AN
=>r=M%”+W”—€Wﬁ§5%§%W
2
L= Vg R=Zepr(5), o (1-ROa-""
NG = ) N T e

(5)
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When we check Zcpr(r) £ R < Zcpp(r + 1) to confirm the correctness of the rank
computed by Eq. (5) we observe an almost perfect match, such that r deviates from the
correct rank by less than +1.

Moreover, although formula (5) is justified only for ranks » = N/2 and thus for
random values R in the range Zcpr(N/2) < R < 1, we applied the Zipf generator over
the total range 0 < R < 1 for all ranks 1 < r < N. As a result, which is surprising on first
glance, the accuracy of Eq. (5) holds over the entire range 0 < R < 1 with deviations
less than £1 in all examples and test series we investigated. The precision of the Zipf
rank generator is shown in Fig. 1 for an example of the following Zipf distribution:

1
2(r) = 0.2503133r7%%%% ~ ~for N = 30.
r

0,9 L
0,7 —THHHH -
I EACumulated Zipf Distribution Function
0.6 =inisininininininl iDL iG] il
057 LTI T H T T [ =o=Rank Deviation #(R) - r of the Zips |||
0,4 HHAHAHHHHHAHFB  Generator for R =Z_CDF(r) HH
0,3 HHHHHHHHHH HHHHHHHHHHHHHHE
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\\
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-0,1 -
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Rank r

Fig. 1. Deviations A(r) of the Zipf rank generator of formula (5)

Therefore we check the deviations

-
-y

TDF(%V)]‘T" - r (6)

A(r) = N[1 — (1 — Zcpr(r))

of ranks computed by Eq. (5) for R = Z-pg(r) over the distribution range r = 0,..., N.
Figure 2 shows the deviations in a wider range of case studies for 0 < § < 3 and
larger object sets N = 100 and N = 10°. The graphs confirm very similar and limited
deviations below a maximum deviation A(r) < 0.6 at the top rank r = 1. In the first half of
the distribution range r < N/2, deviations are monotonously decreasing to 0 at r = N/2. In
the second half N/2 < r < N, deviations A(r) are negative but do not fall below —0.1.
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Fig. 2. Deviations A(r) of the Zipf rank generator of formula (5) in the range [1, N] for N = 100
(left figure) and N = 10° (right figure)

Finally, we extended our checks of A(7) to a set of Zipf distribution functions for all
values of f =0, 0.1, 0.2, ..., 3 combined with all N =1, 2, 3, ..., 10° as well as
N = 10° + 100, 10° + 200, ..., 10°. In each case Vr € [1, ..., Nl: =1 < A(r) < 1 is
confirmed. Since formula (5) is monotonously increasing in the random number R, a
check for all discrete ranks r=1, ..., N corresponding to random numbers R = Z-pg(r) is
sufficient to confirm the precision also for any random number R € [0, 1].

Concluding, we recommend formula (5) as a fast direct inversion method for
random Zipf ranks, which hits the correct or a neighbor rank. When a caching simu-
lation with Zipf distributed request pattern has parameters outside the previously
evaluated range, we can still validate the rank generator (5) by applying the same
checks according to Eqs. (3) and (6) in the start phase of the simulation. Since the sign
of the deviation is positive on the first half for R < Zcpr(N/2) and negative on the
second, a single comparison of R and Zcpr(r) is sufficient to finally obtain the correct
rank.

The precision of the random Zipf rank generator even seems to pertain for § > 3 and
for N > 10°, but we only sparsely covered the range /> 3 in our checks because it is not
relevant for web caching. For N > 10° numerical problems are indispensible when
standard double real number representation is employed for computations, because a
uniform distribution over N = 10° objects already leads to small request probabilities of
107°, which are becoming much smaller for skewed Zipf distributions for > 0.5 in the
ranks r > N/2. As a consequence, the smallest resolution unit between real numbers in
double precision already maps into rank differences > 1. An extended real number
representation or a refined random rank generator has to be established for objects with
request probabilities < 107'°, which we haven’t implemented yet. However, we can
ignore objects that are seldom requested over long time and exclude them. In this way,
the size of relevant object sets for web caching can be kept below N = 10°.

The rank generator could be modified or generalized regarding our initially con-
sidered range N/2 < r < N. Instead of N/2 we can take any value between 1 and N for
the lower bound of the range and we may optimize this value with regard to the
precision. Figure 3 shows an example with range N/10 < r < N, whose deviations are
more than 10-fold larger on the negative part than for N/2 < r < N. In fact, we
experienced close to optimum precision for N/2 < r < N.
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However, beyond a dense computational check over the most relevant range, we
lack a mathematical confirmation of the favourable properties except for A(N/2) =

AN) = 0.
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Fig. 3. Deviations of the Zipf rank generator over the range [1, 10°] for alternatives using Eq. (5)
with N/10 replacing N/2 (left fig.) and based on Eq. (4) (right fig.)

For simulations with a specific Zipf distribution, the random rank generator of
Eq. (5) is used in the format (a + bR)® with pre-computed constants a, b, ¢ depending
on N, Zcpr(N/2) and f. Alternatively, a binary search can be implemented to find
r such that Zepp(r) £ R < Zepre(r + 1) as a standard random generator for a discrete
distribution. Search methods require a number of steps which is increasing in the order
of In(V) and thus are less efficient than the inversion formula especially for large object
sets.

4 Simulation of Caching Strategies: Run Time Versus
Precision

An efficient Zipf rank generator is helpful to order to investigate how the precision of
the hit rate is developing with the run time in terms of the number of simulated
requests. In simulation studies comparing different caching strategies in the LRU/LFU
spectrum, i.e. caching schemes combining LRU with LFU, we experienced low vari-
ability in the simulation results indicating high precision and finally noticed large
differences in the achievable hit rate of different caching schemes [10]. Therefore we
would like to get better insight into the simulation statistics in order to verify the
precision. We start with simulations comparing pure LRU and SG-LRU caching
methods based on Zipf distributed independent requests (IRM).

We evaluate the hit rate as the fraction of requests to objects in the cache. The
simulations start with an empty cache. While the cache is filling, the score-gated and
pure LRU caching strategies behave identical. As soon as the cache is full, pure LRU
already has entered steady state regarding the statistics of objects in the cache. Con-
sequently, the mean hit rate per simulated request with a full cache equals the long term
LRU hit rate. Thus, it is sufficient to exclude the cache filling phase as a
non-representative start phase for pure LRU simulations.
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Figure 4 demonstrates how the variability in simulation results is reducing with
longer run time. An example of Zipf distributed requests to N = 10° objects is con-
sidered with £ = 0.9999 and a small cache size of M = 200 which already achieves
more than 27 % LRU hit rate.

Each dot in the figure refers to a simulated hit rate result. The number K of simulated
requests is varying over the range [10°, 1.6-10'°]. If each request would represent an
independent experiment for a hit, then a binomial distribution would be observed for the
number of hits per simulation run with mean yu, = hK and standard deviation
on = +/h(1 —h)K. Figure 4 includes dotted curves for (w, £ o,)/K, where the
estimate g, for the hit rate is obtained from the longest simulation run over K = 1.6-10'°
requests.

The simulation results include up to eight runs for each K. The results of the simu-
lation series confirm that the long term mean hit rate is close to a 68-95-99.7 rule known
for independent experiments, i.e. about 68 % of the results are within (y, £+ o;,)/K, the
95 % confidence interval is around (u, £ 20,)/K and about 99.7 % are within
(1, £ 301,)/K. However, hit rates are not independent for successive requests because
the LRU cache content is changing in no more than one object per simulated request.

Corresponding results of a case study for SG-LRU are shown in Fig. 5. The
convergence to a steady state now depends on stabilizing scores for the objects, which
takes much longer than the cache filling phase. In order to reach steady state conditions,
we exclude the first quarter of each simulation run from the evaluations, which covers
the phase for stabilizing scores, provided that the run time pertains sufficiently long.
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Fig. 4. Simulated LRU hit rates for different run times

Figure 5 presents SG-LRU results for the same Zipf distributed IRM case as in
Fig. 4. A geometrical fading score function is applied with p = 0.9999. Again, up to
eight simulation results are shown with 10° < K < 1.6:10'" requests in the evaluation
phase and the deviations are in the range (1, &+ 6,)/K of independent requests.
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Fig. 5. Simulated SG-LRU hit rates for different run times

The LRU simulation results in Fig. 4 are close to the Che approximation for the
LRU hit rate hcpe * 27.787 % [4]. The SG-LRU simulations yield hsg. ru * 39.728 %,
which exploits most of the optimum LFU hit rate s gy = z(1) + ... + 2(M) ~ 40.667 %
as the maximum achievable hit rate under IRM conditions.

5 Hit Count Versus Sum of Cached Objects’ Request
Probabilities

For studying the variability of the hit rate during an LRU caching simulation, the sum
of the request probabilities of all objects in the cache after the k™ simulated request is
essential, which equals the cache hit probability n(k) of the next request:

7'6(]() = Zj:Objectjis in the cache Z(])

Figure 6 shows excerpts m(K +1), ..., ©(K +1000) of the stochastic process n(k) for
an LRU caching simulation with Zipf distributed requests (5 = 0.8; N = 1000 objects) in
steady state IRM conditions with a full cache. Four cases of different cache sizes are
considered, which are sufficient to achieve 10 %, 25 %, 50 % and 75 % cache hit rate.
The curves show that the variability of m(k) is decreasing with the cache size. The
fluctuations in m(k) are caused by objects dropping off and re-entering the cache.
A larger cache can hold the top popular objects for longer time such that the objects
dropping off the cache have smaller request probabilities and therefore have smaller
impact on n(k). Moreover, the cache content remains unchanged after a cache hit, i.e.
n(k) remains constant for a fraction of requests equal to the hit rate.
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Fig. 6. Variability of the sum of the request probabilities of objects in an LRU cache

6 2"? Order Statistics for the Precision in Multiple Time
Scales

In order to characterize the variability in hit rate simulations, we evaluate the second
order statistics o(m,) that indicates the standard deviation of a stochastic process over
sequences of requests of different length K. o(m,) is defined and computed from the
mean values over K successive requests of the process (k) [11, 12]:

v K

M) = 2 D 1 7R () = [EGR 0) — () () = Em)() = E(n(k))

Note, that the expectation u(m(x)) = pu(m) is constant over all time scales K for a
process in steady state, whereas o(nx,) is expected to decrease with K, e.g. for a process
of independent and identically distributed random values we have ¢(mx))=0(n)/ VK.

In order to evaluate o(m(x)) during the caching simulation, we consider successive
request sequences of length K = 10, 102, ..., 10% of a simulation run over 107"}
requests and compute the usual estimate of the standard deviation:

10741 /K ] 10R+1 1 10R+1
o(nk)) = \/Zj_l ”%K)(l) - (m)/( K 1); p(n) = TOR+1T n

j=1
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For hit rates estimated via cache probabilities n(k), Fig. 7 shows the second order
statistics for the same example as in Fig. 6 in time scales up to 10% = 10”. On the time
scale K = 1, i.e. for single requests, the variability corresponding to the curves shown in
Fig. 6 is reflected. In the time scales for K > 10° the second order statistics develops

very similar in all four cases such that u(n(k)) ~ u(n(03) = /103 /K.
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Fig. 7. Second order statistics for LRU caching simulations (N = 1000)

Next, we compare the previous 2™ order statistics of the sum of request proba-
bilities of the objects in the cache o(m,)) with the 2" order statistics a(hy) of the hit
rate i, when £ is basically computed via the number of hits over the same sequence of
requests. On the single request time scale (K = 1) we obtain a(h()) as the standard
deviation of a Bernoulli variable

a(h) \/Z Prob{n(j) =p} -p- (1 —p).

In the four cases we obtain o(h(l)) ~ 0.3006, 0.4335, 0.4998, 0.433 for h = 0.1,
0.25, 0.5 and 0.75, respectively. These are the starting points of the set of almost linear
curves o(hy)) ~ o(h(1))/VK in Fig. 7 for 2" order statistics a(hy) of the hit count.

We observe that the 2" order statistic curves o(h()) stay above the 2" order
statistics of o(m,) on all time scales, although the differences decrease from factors in
the range 10-75 on the smallest time scale down to factors 1.5-4 on the largest.
Concluding, m(, provides a more precise estimate of the hit rate than the fraction &) of
hits counted over K requests. This is not surprising because the sum of probab111t1es of
cached objects is a measure based on more detailed information than the hit count.
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7 Evaluation Comparing Pure LRU and SG-LRU

Next, we again compare both alternative estimators, the sum of cache probabilities
versus the fraction of hits, now for the score-gated SG-LRU caching strategy using the
same example (f = 0.8; N = 1000 objects) with independent requests (IRM). The
required SG-LRU cache sizes to obtain 10 %, 25 %, 50 % and 75 % hit rate are 2, 13, 87
and 342, respectively. Thus more than half of the LRU cache size is saved by SG-LRU
for hit rates < 50 %. In the 10 % examples, SG-LRU is able to hold the two most popular
objects almost constantly in a cache, which attract already > 10 % of the requests.
Pure LRU puts newly requested objects always on top, causing steadily ongoing fluc-
tuation of cached objects, which is far from optimum especially for small caches.

For SG-LRU, the parameter p of the geometrically fading score function has main
impact on the 2™ order statistics. For each new request, all scores are reduced by the
factor p and only the score of the requested object is incremented afterwards. In steady
state, the sum of scores of all objects is given by 1/(1 — p). The expected score of an
object with request probability z(7) is z(r) /(1 — p). In the example for M = 2 with 10 %
cache hit rate we choose p = 0.999 yielding expected scores of 64.6, 37.1 and 26.8 for
the three top ranked objects (r = 1,2,3). In order to suppress one of the two most
popular objects from the cache, another object must get a higher score when requested,
which rarely happens. For p — 1, SG-LRU converges to the LFU principle such that
the most popular objects are kept almost constantly in the cache.

Therefore, the variance in the sum of cache probabilities is diminishing o(m,) — 0
for p — 1, whereas the 2™ order statistics of the hit count for pure LRU is almost
unchanged in Fig. 8. Consequently, the difference in the 2™ order statistics between
both alternative estimators is much larger, starting from factors in the range 100-1000
on the single request time scale and still having factors 4-10 on the longest time scale.
The simulations would need 16-100-fold longer run time in order to compensate for
factors 4-10. In general, simulation runs over 107 requests turn out to be sufficient to
reduce the standard deviation of the hit rate estimator below 0.01 %.
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Fig. 8. Second order statistics for SG-LRU caching simulations (N = 1000)
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Fig. 9. Second order statistics for LRU and SG-LRU caching simulations (N = 10%

We consider another example for comparing the hit count and cache probability
estimators of the cache hit rate for one million objects (f=0.9; N = 106), which demands
for larger caches. Popular web platforms often offer an even larger set of videos, pic-
tures, files or other objects.

The required cache sizes for 10 %, 25 %, 50 % and 75 % hit rate are M ~ 106, 1500,
30300 and 228000 with pure LRU and M =~ 10, 225, 8500 and 125000 for score-gated
LRU, respectively. The ratios 10/106; 225/1500 etc. indicate that the saving potential of
SG-LRU cache size is even increasing with the object set. While the hit count estimator
again resembles the 2™ order statistics of Figs. 7 and 8, the sum of the cache proba-
bilities often starts already at very low variance. Figure 9 shows that this effect is valid
on the single request time scale for both, pure and score gated LRU. For pure LRU,
larger cache size has the effect that a set of most popular objects is staying longer in the
cache and objects that frequently leave and re-enter the cache have smaller request
probabilities. For SG-LRU, we have to choose fading factors 1-107* < p < 1-10"% in
order to get close to the optimum LFU hit rate. As a consequence, the cache content is
stabilizing with most top popular objects included when the scores are approaching
steady state, thus making the variability of o(nk)) very low.

8 Simulations Including Profiles of Varying Popularity
of Objects

The independent request model (IRM) ignores changes in the popularity of objects and
the emergence of new objects over time. A popularity profile of an object usually starts
with a fast growth phase until a maximum request frequency is reached, followed by a
longer phase of slow decrease [1, 5, 17, 19]. Therefore we extend the IRM by intro-
ducing new objects at a fixed rate, such that a new object is introduced and addressed
with probability p,.., per request. Otherwise, with probability 1 — p,.w, the next request
is addressing an “old” object of the current object set according to a Zipf distribution.
The new object is assigned a popularity rank ry.,, which is uniformly chosen between
1 and N with initial Zipf request probability z(7,ew). In order to preserve unique ranks,
all objects in the ranks rpew, 7new + 1, ..., N — 1 are shifted to the next rank r — r + 1
and finally the object in rank N is removed.
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In this way, the Zipf distribution is preserved over the whole range 1, ..., N for all
requests to “old” objects, such that the model approaches the IRM case for ppen, — O.
In this model, new objects start at maximum popularity on their smallest rank, which is
then steadily incremented for each new object starting from a lower rank. Higher
dynamics in popularity, i.e. higher p,.y, is expected to reduce the cache efficiency,
because requests to new objects do not result in cache hits and it can last a while, until
the score of a new object reflects its popularity. The investigated model overestimates
the impact of new objects on the hit rate in a worst case scenario due to the fact that the
phase of growing popularity is skipped and new objects immediately appear on their
top rank. On the other hand, the typically observed long phase of slowly decreasing
popularity is reflected while the rank of an object is incremented from rpe, to N. As
another realistic effect, highly popular objects starting on a top rank stay essentially
longer in the set of relevant objects for caching due to long sojourn times N/(r*ppey) in
top ranks r.

Figure 10 shows the 2™ order statistics of the extended model with new objects
emerging with probability p,.w = 0.05 per request for an example with the same Zipf
request pattern (f = 0.8; N = 1000 objects) for old objects as in Figs. 7 and 8 (pure
LRU, left part of Fig. 10, SG-LRU, right part of Fig. 10). The rate ppew = 0.05 of
requests to new objects for a set of N = 1000 objects implicates that each object rank
r is renewed after a geometrically distributed period with a mean of N /p,e,, = 20 000
requests. In practice, object dynamics and the corresponding rate p,.,, depend on the
object type as well as the user population. Caches for a large population attract
thousands or even millions of user requests per day, whereas the dynamics in top-10 or
top-100 objects per day is estimated to be low in the range of a few percent [1, 6]. Thus
the renewal rate of 1/20 000 requests in the example is higher than experienced for
large caches.

On the whole, the curves for the 2" order statistics for the hit rate (almost linear
curves) and for the estimator based on the sum of request probabilities of caches objects
show similar behaviour as in case of independent requests (IRM) and the required sizes
of the cache corresponding to 10 %, 25 %, 50 % and 75 % hit rate only differ for 50 %
and 75 % hit rate from the IRM case of Figs. 7 and 8.

—Hit Count M= 13 —~HitCount M= 2
——Hit Count M= 47 ~HitCount M= 13
~=-Hit Count M =187 ~-Hit Count M= 108
0,1 ——Hit Count M =500 0.1 ——Hit Count M=475 [
~o-Cache Prob. M= 13 ~-Cache Prob. M= 2
m -#-Cache Prob. M= 47 --Cache Prob. M= 13
001 ~-Cache Prob. M =187 001 -a-Cache Prob, M=108 |
X == \\j:ho Prob. M =500 . 452-:4\\1&?% M =475
¢

0,0001 \ 0,0001
0,00001 " 0,00001 -
1 10 102 10° 104 108 106 107 1 10 102 10° 104 108 10¢ 107

Standard deviations () and o(/iy) in time scales over 10X requests Standard deviations G(r ) and G(/i) in time scales over 10% requests

Fig. 10. 2" order statistics for LRU and SG-LRU for requests with dynamic popularity
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9 Conclusions and Outlook

This study on performance and precision of web caching simulations basically confirms
the efficiency of simulative caching evaluations. We derived a fast inversion method for
a random Zipf rank generator addressing the usual Zipf request pattern for web objects,
which seems missing in literature and in tool sets like Mathematica. The 2™ order
statistics of variability over multiple time scales is evaluated to control the accuracy of
simulation results. In this way, the sum of request probabilities of objects in the cache is
confirmed to provide a more precise estimator of the cache hit rate than counting the
hits.

The reduction of the standard deviation is often extreme on short time scales and
less significant but still present on long time scales. For both estimators, the 2" order
statistics shows a decrease of the standard deviation and corresponding confidence
intervals comparable to a set of independent events. Therefore, long simulation runs
can efficiently improve the precision of the hit rate estimation in all considered sce-
narios for different caching strategies in the LRFU spectrum.
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Abstract. Internet of Things (IoT) and Cyber-Physical Systems (CPS)
have become important topics in both theory and industry. In some
application domains, such as when specifying the behaviour of preci-
sion mechanics, we need to include features of spatial-temporal consis-
tency. How to model probabilistic real-time systems in such domains is
a challenge. This paper presents a modelling formalism, called PSTeC,
for describing the behaviour of probabilistic real-time systems focusing
on spatial-temporal consistency with nondeterministic, probabilistic and
real-time aspects. The consistency restricts a process to start and finish
at the required location and time. Communications between agents is
specified by interactive actions. The language we propose is an extension
of STeC, which is a specification language for location-aware real-time
systems, adding probabilistic operations so as to support the incorpo-
ration of probabilistic aspects. We first give a formal definition of the
syntax for PSTeC, then focus on the details of its operational semantics,
which maps a PSTeC term onto a Probabilistic Spatial-Temporal Tran-
sition System (PSTTS) following the structured operational semantics
style. A simple example demonstrates the expressiveness of PSTeC.

1 Introduction

Real-time systems are everywhere, spreading from tiny micro chips to continent-
spanning power grids. Internet of Things and Cyber-Physical Systems are en
vogue incarnations of real-time systems featuring nondeterministic, probabilistic
and real-time aspects. Often, we need to consider not only the time aspect but
also the location of one agent, i.e., we want the behaviour of an agent to start
and finish at the required location and time. During the system design phase, we
usually use formal methods to model the system and then check whether require-
ments on correctness do hold. If that is not the case, one tries to fix the model so
as to eventually guarantee the absence of errors before beginning implementa-
tion. Chen [2] proposes a location-triggered specification language for real-time
systems, called STeC, which emphasizes location, time, and especially on the
© Springer International Publishing Switzerland 2016
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consistency between them. The location describes the physical location (e.g., a
particular bus station in Miinster, Germany) or a state (e.g., “closed”) of agents,
the time focuses on exact physical time (e.g., 5:22pm) at which the behaviour
starts or finishes, together with the duration expressing how long the behaviour
executes or persists. Intuitively, we aim at allowing such a process to take place
and finish at the required location and time, and with the specified execution
time, so as to guarantee the spatial-temporal consistency. This is very important
to ensure the success of tasks in real-time systems concerning precision, such as
railway crossing systems or robot hands. The syntax of STeC [2] resembles some
classical process algebras, such as CSP and CCS, it uses processes to describe
the behaviours of agents and systems, but STeC restricts each atomic or com-
positional process by a pair of (starting) location and time, and also a duration,
i.e., all the processes are triggered by location and time.

STeC has been extended with a hybrid clock to specify both logical and
chronometric time aspects of real-time system [4], and is powerful enough for
real-time systems, yet it does not support the description or specification of
probabilistic aspect as they prevail in probabilistic real-time systems. In this
paper, we address this challenge. Formalization of probabilistic systems has
become an important topic of investigations in theoretical computer science.
Segala [16] defines several probabilistic models and simulation relations for prob-
abilistic processes, and He [10] has extended the Dijkstra’s guarded command
languages [5] with a probabilistic choice operator to express randomized algo-
rithms. Ying [19] develops formal methods and mathematical tools for modeling
and reasoning about programs containing probability information, and Chen [3]
has extended probabilistic choice in probabilistic programs to sub-probabilistic
choice. In recent decades, model checking methods for probabilistic and prob-
abilistic timed automata have been developed, and implemented among others
by Kwiatkowska et al. [13,14]. Hermanns et al. [7,9,11] have developed various
model checkers for probabilistic systems, and He [8] uses the probabilistic model
checker PRISM [12] to verify a communication protocol under a specific Internet
of Things (called Winternet).

As mentioned above, the modelling mechanisms for probabilistic systems are
not new, but lack of a formalism for precision real-time systems, in which loca-
tion and time are the two most important keys to success for tasks. Modern lan-
guages, such as Modest [1] and the PRISM language (i.e., guarded commands),
are easy for users to learn and are capable to express a probabilistic real-time
system model focusing on time, not on locality. This means that the model is
driven by (discrete or continuous) time without considering the physical location
of each agent. Location and the spatial-temporal consistency are not considered
of interest. In contrast, PSTeC not only deals with the basic modelling of prob-
abilistic, nondeterministic and real-time characteristics, but also takes location
and spatial-temporal consistency aspects into account. PSTeC is also an easy-to-
learn language for non-scientist users such as engineers. Inspired by the general
approach to reason about probabilistic systems, we extend the syntax of STeC
with additional probabilistic operators equipped with an operational semantics.
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This has already proved successful for non-probabilistic real-time system, with
the inclusion of probabilistic distributions. Notably, adding a probabilistic fea-
ture to the STeC syntax will change the original semantics in its entirety (i.e., not
just simply appending additional semantics for the probabilistic features), and
also we need to find a suitable way to integrate the features semantically. To do
so, we take inspiration from the way the operational semantics of Modest [1,6]
lifts structural operational semantics to work with probabilistic distributions
over complex structures.

Organisation of the Paper. Section 2 first defines the syntax of PSTeC formally
with some useful shorthands to help modelling, and then develops the operational
semantics of PSTeC in full detail. A model of a smart spray painting factory is
presented as a case in Sect. 3 to show how to use PSTeC to specify location-aware
probabilistic real-time systems. Finally, Sect. 4 concludes the paper.

2 Formal Definition of PSTeC

In this section, we present the formalism of PSTeC, as an extension of STeC [2].
To be clear with respect to the description of behaviours of individual Agent,
respectively the concurrent System, we give the definition of PSTeC syntax for
agents and systems separately. Processes P for Agent and S for System are
constructed according to the grammar given in Eqgs. 1 and 2 respectively.

2.1 Syntax
(1) For each Agent:

A= Sendzg/ (m,9) | Getag/ (m, 9)
B = ACt(Lt) (l/, 5) | Stat(u) (5)
C:=A|B
P .= StOP(l,t) (OO) | Sklp(ht) (0) | C | (1)
P,P|P|P|P]|P|B—P|
P P| P |ierGet§ (mi,6) — P;|
C — +ierpi  {asi} P;
In order to track and record the messages concerned in the system, we define
a storage for each agent, denoted by o C 2 (if necessary, we use ogs to denote
the storage for agent G’), where M is the set of messages with the form mgrg
or m, and ) as the set of storages (i.e., ¢ € ). Note that, mgrgs represents
the message from G to G’, and we use L to describe unknown agent, i.e., m,pg
stands for the message from some unknown agent to agent G. The duration
takes the non-negative real numbers as well as the infinite co. If § takes the oo

value then it means the process will continue to execute and will not stop, and
if § is 0 then it means that the execution of the process takes no time.
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Atomic Processes. We assume that the set of atomic processes AP are par-
titioned into a set of interactions A, a set of guards B, Stop and Skip.

Two interaction processes Send and Get are involved in our language, they
are used to describe the communication between two agents through messages
without changing locations. Informally, the atomic process Send@g' (m, &) shows
that agent G sends message m (i.e., mgrgs) to the destination agent G’ at
location [ and at time ¢, taking time ¢. Similarly, agent G executes Getag/ (m,9)
to get message m (i.e., mgrg) from agent G’ by § duration.

Two most common atomic processes are action Act and state Stat, which
are also called guards of the Dijkstra’s guarded type denoted by B. Act 4 (I, )
represents that the action Act is executed at location | and at time ¢, taking ¢
duration, when the action finishes, the agent arrives at location I’. Stat ;(9)
represents that at location [ and at time ¢, the agent keeps state Stat for § unit
times. Note that, [ and I’ in B can either represent the location (e.g., Lapp) or
state (e.g., Open) according to different real situations. The guard B takes the
Boolean/truth values: True T and False F.. We use B to denote the set of guards,
i.e.,, B € B, then a truth assignment for guard B is a function v : B — {T, F'}, if
action Act;4)(l’,0) finishes within the ¢ time units and moves to location ', then
v(Acty(l',9)) =T (i.e., True), else v(Act( (I',6)) = F (i.e., False). Similarly,
if state Stat(; ;) () keeps ¢ time units, then v/(5( 4 (0)) = T, else v(Stat(; 4+ (5)) =
F. Typically, the valuation False formally specify such situation: (1) Action
Act(;4)(I',6) finishes less than or more than ¢ duration. (2) State Stat s ()
lasts less than or more than 0 time units. 3) When action Act(;4)(I’,0) or state
Stat(; 4)(9) finishes, the agent is not at location 1.

Process Stop; 4)(0c) will never finish unless it is interrupted. Skip; ;) (0) will
finish immediately without taking any time.

Compositional Processes. P; P is the sequential composition. P; || P» repre-
sents the parallel, since we only consider the handshake above Send-Get interac-
tions and there is no possible that same message m is sent and got by agent G at
the same time, P; and P> just behave independently. Note that because we have
to restrict each atomic process with the triggered location and time as well as
the execution duration, so P; and P, will behave following their own procedure
instead of interleaving. P | P represents nondeterministic choice and executes if
one of the sub processes executes. B — P stands for the If-Then statement that
if guard B is True (i.e., v(B) = T') then agent behaves like process P.

Timeout process P, 5 P, behaves as P; for ¢ time units and then
behaves as P, in another word, process P, is interrupted by duration 4.
P> HieIGet@gl (m;,8) — P, is another type of interruption that P executes
until agent G finishes Get, which starts at location [ and at time ¢, and gets
message m;, then agent behaves like process P;.

C — +ier pi - {as;} P;, which makes the main difference from STeC to
PSTeC, represents a probabilistic choice that after C' is executed the process
behaves as P; with probability p;, where C can be arbitrary atomic process except
Stop and Skip. p; denotes the probability measure for process P; and ) .., p; = 1.
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as; represents a set of assignments with the form: z; = ey,...,x, = e,, where
z; € Var(0 < i < n) are different variables and e; can be constants (e.g.,
5, closed), variables (e.g., x1), or arithmetic expressions (e.g., 1 — 5). The set
of as; is denoted by A. Similarly, we use C to denote the set of C', and have
the truth assignment for probabilistic guard C, i.e., a function p : C — {T, F'}.
The truth assignment for the subset B C C is the same as that described in
Sect. 2.1. Now we only consider the part composed by A: If action Getag/ (m,9)
finishes successfully within ¢ time units and there exists m (specifically mgrrq)
in the storage of G’ (i.e., mgrrg € ogr), (Get(lt (m,6)) =T (i.e., True). If
action Sendag/ (m, 9) finishes successfully within 0 time units and m (specifically

marer) exists in the storage of G (i.e., mgrgr € 0G), (Send w1 (m, 0)) =T (ie.,
True). Considering probabilistic choice process:

Closing, (L, 01) —

0.8: {st = closed}(Send(L t+0,)(CR,2) || Closed r, ¢ 40,)(62))
+
0.2: {st= nclosed}(Send(L t+0,)(NC,2) || Closingp, 449,)(L,03))

where the variable st stands for the state of Gate with initial value open. Gate
takes action Closing to try to close itself, and when this action is done after
61 time units: (1) The state of Gate is closed with probability 0.8, then Gate
sends message CROSS to Train and meanwhile it stays Closed. Or (2) the state
is non-closed with 0.2, then Gate sends message NONCROSS to Train and
meanwhile it continues to close.

(2) For the System:
Su=Pg|Sx=S (2)

The system process consists of n(> 1) agent processes behaving concurrently
(i.e., Pg, > Pg, <1 ... Pg, ). If there are two different agents G; and Gy in the
system, then they handshake on interactions (i.e., if Send, lc; tG )(mG17G2,5G1)

and Getﬁi{tcg)(mclpcz,écz) are ingredients of P, and Pg, respectively, and
ta, =ta,, ¢, = d¢,, then Pg, and Pg, should execute the above interactions
at the same time), otherwise they behave independently. Similarly, for n agents,
if Send™ %" and Get™ % with the same message (note that we use m’émc_ to
represent mg,rg,; from G to G; at kth time, where k > 1, which means different
time-stamped messages from the same sender and receiver G; to G;) exist in
sub processes Pg, and Pg, respectively, then the above restrictions should be
guaranteed, otherwise they behave independently.

We use P to denote the set of agent processes (i.e., P € P) and S as the
set of system processes (i.e., S € §). Notation F is used to describe a successful
termination, and considering P we always rewrite processes of form F; P, P; E,
E || P, P || E as P. The extended set of processes are denoted by P¥ =P U E.
Note that the structure (PZ E ;,||) is a bimonoid, and (P¥ E,||) is a commutative
monoid.
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Reed and Roscoe [17] defined a process WAIT ¢ to specify the waiting state
lasting for ¢ time units. Same as in [2], we define agent process Wait as:

. de .
Wait 1) (3) < Stop(; (o) 5 Skiby ;.4(0) 3)

to describe agent G waits for § time units and does nothing, and
Waitzzg/ (m) = Stop ;¢ (00) > Geta%(m, §) — Skip (4)

to describe agent G waits for the message m coming from G’ without changing
the location, where t < t'.

2.2 Some Constraints

Since giving the syntax of PSTeC, we need to clarify some constraints that ensure
the statements are meaningful and practical.

1. For Py; Py, Py || P, and Py | Pe, the starting location and time of P, should
be the same as those of P; respectively.

2. For P = P, | Py, If P has successive processes, the finishing location and
time of P; and P, are the same respectively.

2.3 Operational Semantics

An environment e for each Agent is a triple (a,u, o), where (a,u) is a spatial-
temporal point, in which a stands for the location or state, and u is a global clock
in the system. We use £ : Lx T x Y to denote the set of environments, where £
represents the set of location variables and 7 represents the set of time variables.
We define functions ¢(P) : P — T to extract the triggered time ingredient of
process P and I(P) : P — L to extract the triggered location ingredient of
process P. Based on the environment (a,u, o), we give the truth assignment for
the probabilistic guards C' as a function ¥ : C x &€ — {T, F'}. ¥(C)(a,u,0) =T
if and only if (I(C),t(C)) = (a,u) and p(C) =T.

We define the set of configurations Stconf as P¥ x £. A configuration is
of the form (P, (a,u,o0)) denoted by m, where P is a agent process or E. The
operational semantics for agent process P is given in terms of the probabilistic
spatial-temporal transition system following the structured operational semantics
style (SOS) [15], in which the operational semantic is described as the individual
step of its operands. To handle the probabilistic aspects (induced by the prob-
abilistic choice operator, but affecting the entirety of the semantics) we take
inspirations from the Modest operational semantics [1,6].

We define spatial-temporal probability measure (st-probability measure for
short) as a function P : A x Stconf — [0,1] to map an assignment and a
configuration onto a probability.

Definition 1. A probabilistic spatial-temporal transition system (PSTTS) is
defined as a subset —C Stconf x P(A x Stconf).
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where P is a kind of “symbolic” probabilistic distribution over pairs of assign-
ments and target configurations. Intuitively speaking, for (w, P(as;, m;)) €—, we
write m — P(as;, m;), and once m — P(as;, m;) is executed, the configuration
is changed to m; assigning variables values according to as; with probability
P(as;, m;), satisfying for all target pairs of (as;, 7;) that )., P(as;, m;) = 1.

Let D(as, ) denote the deterministic (often called Dirac) probability mea-
sure that is defined by D(as,7)(as,7) = 1 and D(as,w)(as’,7") = 0 for all
(as’,7") # (as, w). Intuitively, the assignment as and configuration 7 are chosen
with probability 1.

Before presenting the operational semantics, we first define some functions.
t(P),7(P),k(P) are extended from [18]: ¢(P) denotes the location where P is
finished, 7(P) denotes the duration that P is executed successfully, and x(P)
records the store of messages after process P finished. We use &(P)(a,u,0) :
PxLXxT x M — M to record the set of messages that are going to be removed
from o after the execution of process P under the environment (a,u, ). Function
Last is defined to find the max location (which can only be comparable with the
same agent). ((P)"*% and s(P)**9 record the location and storage of process
P at time (t 4 &) respectively. ©(P)**° records the set of messages that are
produced at time (¢ 4 ¢) in &(P). These functions will be used in the following
subsections.

Time Function. The execution time 7(P) of a process P is defined in Table 1,
where !: if the process has no successive process we simply omit the time of
this process since we really don not care under this condition, else we restrict
7(Py) = 7(Py), so ! = 7(P;), 2: similarly if there is no successors we omit it
else we restrict 7(P;) = 7(Piy1), 80 2 =t —t(P) + 6 + 7(P;).

Location Function. We define the location function ¢(P) under the environ-
ment (I,t,0) as in Table2, where 3: if the process has no successor we omit it
else we restrict +(Py) = t(P), so ® = «(P;), *: if no successor we omit it else
we restrict t(Py) = t(Py), s0 * = o(P)(L(P)' (1, t,0),t' + 8, k(P)! (1, t,0) U
{maral}), °: = Last{u(P;) (t(C)(I,t,0),t + 7(C),k(C)(I,t,0))} | i € I.

Message Function. The message function x(P) under the environment (I, ¢, o)
is defined in the Table3, where %: notice that, we allow message redundancy,
i.e., if the parallel process is chosen to behave as Pj, then x(P;) C x(P[P2),
or if Py is chosen, then k(Py) C w(Py|Ps), ":= Uiers(P)(L(P) (1, t,0),t' +
8, k(P)' (1 t,0) U{mgra}).

Now we first present the operational semantics of agent process and then the
operational semantics for a more complex system process.

Basic Processes. Behaviour Stop; ;. 1)(00) will not terminate before it is inter-
rupted and Skip(; +)(0) terminates immediately, both of them will neither change
the value of any variable nor the storage of the agent. When the spatial-temporal
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Table 1. Time function 7(P).

7(Stop, t)(OO)) o (Sklp(z (0)) =0
T(Send(l ) (m ) =94 (Get(l b ( ,0)=24
T(ACt(l n(l,8) =29 T(Stat(, t)( ) =46
T(P1; Pp) = 7(P1) + 7(P2) 7(P1 || P2) = maz{r(P1),7(P2)}
T(Py | P2)t (B — P) =7(B)+ 7(P)
T(Py D5 P2) =6+ 7(P2) (P> HlejGet(l bt "(m;,8) — P)?
7(C — i1 pi : {asi} P) =7(C) +mazx{r(P)}|i €I

Table 2. Location function ¢(P).

(St0pq,(20)) 1, 1,) =1 ((SKipg1 ) (0)) (1 £,0) =
L(Send<l b "(m,8)) (1, t,0) =1 L(Getag (m,8))(,t,0) =1
t(Actqy(l',6))(1,t,0) =1 t(Stat, (8)) (I, t,0) =1
W(Pr; Po)(U,t,0) = o(P)((P) (1, t,0),t + 7(P1), k(P) (1, t,0))

u(P1 || P2)(1,t,0) = Last{c(P1)(l,t,0),(P2)(I,t,0)}

(P | P)(I,t,0)? (B — P)=uP)((B)(,t,0),t+7(B),0)
(P >5 P) (1, t, U) = u(Po)(«(P) (1L, 0),t + 0, (P01, 8, 0))
(P

L HZGIGet(l, t, (mq,8) — P)(I,t,0) 1(C — 4ier pi : {as;} P)(I,t,0)°

Table 3. Message function x(P).

k(Stop, t)( o0))(,t,0) =0 &(Skip(; ) (0))(l,t,0) =&
K Send(l ! (m 0))(l,t,0) =0\ {mgre'} & (Get(l ) (m, 0))(,t,0) = o U{mgrg}
k(Actqy(l',0)) (I, t,0) =0 K(Stat,(9))(l,t,0) =0

=

=

Pyl P)(Ist,0) = s(P)(Lt,0) Uk(P2)(1t,0) \ (©(P1)(I: t,0) US(P2)(1,t, o))
r(P)(l,t

(
(
(
(
(
(P P2)(L,t,0) = w(P1)(1st,0) U (P
(
(
(
(

Pu; Po)(l,t,0) = s(P2) (e(P1) (L, 8, 0), t + 7(P1), 6(P1)(L 8, 0)
) )

=

B — P) = H( )( ( )(lvtvg)?t+ (B)’U)
Pi &5 Py)(lt,0) = K(P2)((P1) (1, t,0)
k(P> HlGIGet(l’ t/)(m276) - Pi)(lvt70)7

K(C' — dier pi s {asi} Pi)(I,t,0) = Uiers(P) ((C) (L, t,0),t + 7(C), 5(C) (I, t, 7))

K St 0, k(PL) (1t 0)
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point coincides the triggered location and time of the processes, the operational
semantics read:

(a,u) = (I,¢t)
<St0p(l’t)(00), (a,u,0)) — D(0, )

where m = (Stop(; ;)(00), (I,¢,0)), and

(a,u) = (I,t)
<Skip(l,t) (O)a (aa u, U)> - D(®7 ﬂ)

where 7 = (E, (I,t,0)).

Since the assignments are partial functions, ) stands for the empty assign-
ment that no variable changes its value.

Interactions Send and Get specify the interaction or handshaking between
two agents by messages. Send sends a message m (specifically mgrg/) from
storage G to the storage of G'. Note that the procedure that m is added into
o¢ is not presented here but in the operational semantics of Get process in
agent G’'. Whilst, Get gets a message m (specifically mg/pg) from og . Similarly,
the procedure of judgement for mgre € 0@ is presented in the operational
semantics of Send in G. In fact the above two procedures will be presented in
the operational semantics of system process in later subsection. No assignments

are executed:
(a, ) (I,t) N\mgrgr € 0
(Send W ( ,0), (a,u,0)) — D0, m)
)

where 7 = (E, (I,t + §,0 \ {mgr¢'})), and

(a,u) = (I,t)
(Getag,(m, 4), (a,u,0)) — DD, )

)
(

where 7 = (E, (I,t + d,0 U {mgrc})).

We require that action Act takes ¢ time units to execute successfully moving
to location I’ and Stat keeps § without changing the location. No message are
involved and both processes execute no assignments:

(a;u) = (L,1)
(Act( (I',6), (a,u,0)) — D0, )

where 7 = (E, (I';t+ §,0)), and

(a,u) = (I,¢t)
<Stat(l,t) (5)a (av u, U)> - D(@7 7T)

where 7 = (E, (I,t + §,0)).
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Sequential Composition. P;; P> executes P until it successfully terminates,
then it continues with the execution of P,. When sequential process executes
00 < 7(Py; Py) time units, like in [1], we define the operational semantics as:

<P17 (aau70)> —P
<P1;P2,(G,U,CT)> - POMTI

where
(as, (P]; Py, €)) if P/ #FE

/ def
M; (as, (P1,e)) = { (as, (Py, €)) it P =FE

and e = (1(Py)*%(a,u,0),u~+ 6, K(P1)**% (a,u,c)). The inverse of M. is used
in Po M;*1 to retrieve the st-probability measure for the sequential composi-
tion from the st-probability measure assigned by P to the first component of a
sequential composition.

Parallel Composition. As mentioned in Sect. 2.1, parallel composition P || P;
in agent process simply behaves independently:
<P1, (a,u,a)} — P1 A\ <P2, (a,u,a)) — P2

<P1 || P23 (a7u70)> - (Pl X PQ) o Mil

where (P1 x P2)(21,Q2) def P1(Q) - P2() for all Q; and s, corresponding
to the product of two probability spaces, and
M|‘(<a81,<P1l, €1>>, <a827 <P2/7 62>>)
def { (asy Uassy, (P | Pye)) if Pl#4Eor Py#E

(as; Uass, (K, e)) if P,=Fand P =FE
where e; = (l1,u + dp,01),e2a = (lo,u + do,02),e = (Last{ly,la},u +
do,0y), in which [} = L(P)¥ (a,u,0),00 = k(P)"T%(a,u,0),ly =

UPy) T (a,u,0),00 = K(P2)" % (a,u,0)), 0 = 01 Uos \ (6(P1)"+ % (a,u,0) U
o(Py) "t (a,u,0)).

Nondeterministic Choice. P;|P; is the usual alternative composition, only
one alternative is chosen nondeterministically, the operational semantics is:
<Pi7(aau70-)> _>Pi (’L € {172})
<P1|]P27 (a’a U,O')> e Pi

If-Then. When the guard B is true under environment (a,u, o), agent behaves
as process P:
(B, (a,u,0)) = PAZ(B)(a,u,0)=T
(B — P,(a,u,0)) = PoMZ}!

where M_, ({(as, (E, €))) = (as, (P, e)), and e = (¢(B)(a,u,0),t(B) + 7(B),0).
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Interruption. Timeout interruption P; >5 P> will behave like P; before § time
units and then as P,. When the process executes dy <  time units:

<P17 (a’au70)> —P
<P1 25 PQ,((I,U,O'» - POMEl

)

where

: P >s_ s Py €>> if g <0
M , P/, déf <a5v< 1= 0 )
IZ(S(<G’S < 1 e>>) { <a8’ <P27€>> if (50 _
where e = (1(Py)"+% (a,u,0),u + o, k(P)"T% (a,u,7)).
Let )
Q; = Getagv (mg,6)

Get interruption P > ﬂieIGetag,(mi,S) — P; behaves like P; until the agent
receives one message m; successfully, then it behaves as P;. When get interrup-
tion process executes dg time units:

<P’ (a7u70)> - Pl A <Q27 (l7t7al)> - P2 A m;girrGg € oG
(P> [ie1Qi — Pi, (a,u,0)) — (P1 x Py) o M !

> Get

where o’ = x(P)%(a,u,0) and

MEcet(<asl7 <Plv 61>>7 <a$2a <Q;’62>>)
(asy Uasy, (P'>Q; — Pje)) ifut+dp <t
def (asy Uasy, (P'> Q) — Pye)) ifu+dy>tand Q) #F
(asy Uasa, (P, e)) if u+d >tand Q,=F

where e; = (l1,u+dp,01), €2 = (l2, u+dp, 02), e = (Last{l1,l2},u+do, 0>¢.,), in
which ll = L’(P)u+60 (a7u70)501 = K/(P)U-i-éo (CL,U,O’),ZQ = L(Qi)u+6(lat70/)a0’2 =
K(Qi) (1, t,0"), 0p ., = 01 Uaz \ (©(P)“+(a,u,0) U(Q:) % (l,t,a")).

Probabilistic Choice. Process C — +;¢r p; : {as;} P; first behaves as C' and
when C' terminates successfully it randomly selects an alternative i € I according
to the probability p;, performs an assignment according to as;, and continues
executing FP;:

(a,u) = (I(C),t(C)) ANZ(C)(a,u,0) =T

(C — +icr pi: {asi} P, (a,u,0)) — P

where P((as;, m;)) = p;, in which 7; stands for the ith configuration with ith
process P; and ith environment e; (i.e., m; = (F;,e;)), note that ), p; = 1.
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Operational Semantics for System Process. When different agents behave
concurrently in the system, they have their own traces of location and stor-
ages but the same global time. The concurrent operation between two processes
will be like handshaking over the interactions (i.e., Send and Get) or behave
independently otherwise. Similarly, unlike interleaving, since each process has to
follow the specification, the operational semantics for the system process is actu-
ally combined by the operational semantics of sub agent processes with check-
ing whether the handshaking is legal (i.e., Sendagl(m,é) and Getag2 (m, d)
in Pg, and Pg, respectively with the same triggered time, duration and mes-
sage) if there exists one. We define a configuration Stconfg for a system
process as & X ", where n stands for the number of sub agent processes
in S, a system configuration of the form (S, EN") is denoted by mg, where
S =Pg, X Pg, X ... Pg, and EN™ = (e, €ea,...,e,). Weuse g, = (Pg,, €;)
to denote the configuration for ith sub agent process, where e; = (a;, u, 0;) (they
have the same u since it stands for the global time).

Definition 2. The operational semantics for system process S with n sub agent
processes is defined as a subset —gC Stconfg x Pg(A™ x Stconfyg).

where Pg : A" x Stconfg — [0, 1] is a function to map n-element set of assign-
ments and n-element configurations onto a probability.

For (mg,Ps(AS™,mg)) €—g, where AS™ = (as1,ass,...,as,), we write
s —s Ps(AS",715), where mg, — P(asi, 7g, ). Once mg —g Pg(AS™, 75) is
executed, the system configuration is changed to w5 with sub agent process Pg;,
assigning its variables values according to as; with probability Pg((AS™, 7%)) =
[Lic. P({asi, ms,)). Particularly, the operational semantics of system process
with one agent process is same as that of the latter, i.e., we simply rewrite
—g as —. The operational semantics for system process S with n(> 2) sub
agent processes Pg,, ..., Pg, is presented as follows:

(Pg,,e1) = Pa, A...AN(Pg,,en) — Pg, N CheckLegal
(Pg,><4...0d Pg, , EN") =g (Pg, x ... x Pg )oMgz!

where
Mo ((as1, (Pl €0)), - -, (asn, (Pl b)) & (AS™ (L sa...0a PG EN™))

and CheckLegal is a function to check whether the interactions are legal in
S, i.e., for each pair Sendaij)(mi,éi) and Get@i;)(mj,éj) in Pg, and Pg,
respectively with ¢; = ¢;, if m; = m; and §; = J;, then it returns True, else
returns False. If no such pair exists, CheckLegal returns True.

3 Automatic Spray Painting of a Custom Car

Here we consider one smart spray painting factory for custom cars using
Internet of Things techniques. The whole factory is ‘alive’ that every part
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(i.e., physical thing) of the system is able to sense the environment, commu-
nicate with each other and react in real time. Once a car is placed at the door
of factory, it has been loaded with all its booking information, including the
car number, the customer name, the timestamp of each event, the map and the
detailed spray painting requirements (e.g., patterns, colors and paint material).
The car moves automatically following the map. When starting approach the
robots at location Lappr, it sends all necessary information (AP) to the robots.
After receiving the information, the robots check the store of all paint mate-
rial. They would find lack of some material with probability pf.;. Then the
robots send message NE (which is ‘do Not Enter’) to forbid the car to enter
the workstation. When the car receives the message at location Lpass, it stops
progressively to location Lstop. Meanwhile the robots automatically refill the
material, then send message ET (which is ‘EnTer’) to allow the car to enter.
After receiving the message, the car continues to move towards the robots. When
the automatic spray painting finishes, the robots send message OK to the car.
Then the car moves to location Lleav to end its procedure. We first estab-
lish two agent processes Car and Robot, with messages {AP, NE, ET,OK},
actions {Send, Get, Run, Stopping, Appr, Refill, Check}, states {Idle, Painting},
and locations {Lappr, Lpass, Lstop, Lleav}. We assume the message transmit-
ting time is 2 unit time.
The agent process Car is defined as:

(Sendagppnt) (AP’ 2) || Appr(Lappr,t) (Lpass, 61))l2

Geta};ass,t+§172)lgET’ 2) - Appr(Lpass,t+51) (L7 62);
Wait(L7£+61+52)(OK, 03); Run(y, 445,46, 444) (Lleave, d4) — Stop

Get&?ass’t%lffz)lgNE, 2) — Stopping(Lpas&tMl)(Lstop, 05);
Wait(Lstop,t+5. +05) (ET, d6); Appr(Lstop,t+61 +85+86) (L, 67);
Wait(Lﬁ”Hl)(OK, 0g); Run(y, 444, 46,) (Lleave, d9) — Stop

where t1 = 61 + 05 + ¢ + I7.
The agent process Robot is defined as:

Idle(z,4y)(00)>
Get(;G)(AP,2) — Check(y 42)(L,01) —
0.8 : {st = satisfied}
(SendG§+2+el>(ET7 2) | Wait(L,t+2+01)é92))I292
Painting 1, ;1016 16,)(03); Send (1 ;1) (0K, 2);
Idle(L7t+t2+2) (OO)
+
0.2 : {st = lack}
(Sendagﬂw (NE,2) || Refill z, ¢42-,)(L, 04));
(Send(L,t+2+Gl+04)(ET7 2) | Wait%,t+2+91+04)(95))E05
Painting 414, (06); Send (7,1, 9,) (0K, 2);

Idle(r, t4t5+65+2)(00)
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where variable st stands for the status of required material with initial value
satisfied, and tg = 2 + 01 + 02 —+ 93, t3 = 2 —+ 91 —+ 94 —+ 95.

The PSTeC model for the smart spray painting factory is specified as the
system process: Car <1 Robot, and we restrict that ¢+, —2=t+2+601,t +
01402403 =t+ta+2,t+01+65+0¢ = t+2+01+04+2,t+t1+65 = t+t3+05+2
for each pair of handshaking interactions.

4 Conclusion

In this paper, we have developed a modelling formalism, PSTeC, for specifica-
tion of probabilistic real-time systems triggered by location and time. For this,
we have extended the spatial-temporal consistency language STeC by adding
probabilistic operations so that PSTeC, apart from location specifics, supports
the specifation of nondeterministic, real-time and probabilistic aspects of behav-
iours. Considering concurrency between agents is far different from behaviours
of one agent since sub agent processes in one system process have different traces
of location and different message storages. We defined the syntax of PSTeC for
system and agent separately, with some useful shorthands. Then we provided full
details of the operational semantics, using the structured operational semantics
style. After establishing the formalism of PSTeC, we refined the STeC model of
a smart spray painting factory with additional probabilistic operations reflecting
the existing probabilistic behaviours.

Recently, we have been working on a denotational semantics for PSTeC aim-
ing at soundness as well as completeness. A tool to support building PSTeC
models and doing verification is under development.
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Abstract. We consider state charts with generally distributed state
sojourn times and with parallel regions in composite states. This cor-
responds to semi-Markov processes (SMPs) with parallel regions consist-
ing again of SMPs. The concept of parallel regions significantly extends
the modeling power: it allows for the specification of non-memoryless
activities that take place in parallel on many nested hierarchy levels.
Parallel regions can be left either by final states or by exit states, cor-
responding to the maximum and the minimum of the sojourn times in
the regions, respectively. Therefore, concurrent activities with synchro-
nization and competition can easily be modeled. An SMP with parallel
regions cannot simply be analyzed by flattening the state space. We pro-
pose an analysis based on a steady-state analysis of an embedded Markov
chain (EMC) at the top level and by a transient analysis at the compos-
ite state level with a limited computational effort. An expression for the
asymptotic complexity of the analysis is also provided. An example SMP
containing all modeling features with parallel regions is illustrated. We
carry out experiments on basis of this model and confirm the results by
simulations.

Keywords: Markov regenerative process * Semi-Markov Process -
concurrency

1 Introduction

A semi-Markov process (SMP) is a well-known stochastic process defined over
a discrete state space: each state is associated with an independent and iden-
tically distributed (i.i.d.) random variable quantifying the sojourn time in the
state and the possible transitions to other states are quantified by branching
probabilities. A well-known analysis approach consists in defining an embedded
Markov chain (EMC) at the instants of time when a state is left, solving this
EMC and weighting this solution by the mean sojourn times in the states of the
SMP. An SMP generalizes the model of Markov chains such that it allows for
non-memoryless activities with arbitrary distributions instead of just the expo-
nential or geometric distribution. However, as a structural restriction, concurrent
activities cannot easily be modeled in an SMP. Nevertheless, SMPs can be used
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in many contexts, e.g., [6] proposed this for stochastic Petri nets in computer
performance modeling and [17,18] applied SMPs in statistical testing.

Several possibilities have been considered to relax this structural restriction.
First, phase type distributions can be used, but they lead to a state space explo-
sion and are not really feasible in case of several concurrent non-memoryless
activities. A second approach is to extend the embedding and to allow a more
complex behavior in between, leading to Markov regenerative processes, as
applied in the analysis of the M/G/1 queue or in non-Markovian stochastic
Petri nets [7]. In this approach the structural restriction can relatively easily
be relaxed in such a way, that concurrently to non-memoryless activities other
memoryless ones are allowed, leading however to higher analysis complexity.
Going beyond and allowing concurrent non-memoryless activities is possible in
principle by using the method of supplementary variables [7] or by using the
theory of Generalized Semi-Markov-Processes [11], but this leads to much more
involved partial differential or Volterra integral state equations.

In another work [15] the SMP model has been extended in the context of
stochastic Petri nets by allowing simultaneous starting of non-memoryless activ-
ities. The analysis of this model is possible based on the minimum of the length
of these activities. The approach presented here can be considered as a gener-
alization of this. Bradley et al. have also worked on stochastic Petri nets with
underlying SMPs, [2] presents a combination with stochastic model checking and
[1] distributed algorithms for quantiles and distributions. However, the work has
not extended the structural restriction. The concept of phase type distributions
has also been extended by Buchholz and Telek to more general matrix exponen-
tial distributions and rational arrival processes with an analysis still based on
Markov chains [4]. Carnevali, Vicario and coworkers have developped a further
approach to analyze non-Markovian stochastic Petri nets by extending theory for
the verification of reactive systems, allowing for a combined real-time and quan-
titative analysis [3,19]. In their approach a stochastic-class-graph is constructed
with discrete states, clock regions and probability distributions. For the analysis
it is necessary that all possible cycles in the model go through a regeneration
such that Markov renewal theory can be applied. The approach allows well for
concurrent non-memoryless activities but the structural restriction is not easy to
understand and many known modeling examples do not fall into this class [19].

In this work we suggest hierarchical SMPs with parallel regions. They
allow for a significantly extended modeling power not feasible with the other
approaches: non-memoryless activities can take place in parallel on many nested
hierarchy levels. States can be refined such that they are composed of nested
sub-states, possibly leading to several hierarchy levels. They may contain a sin-
gle or multiple parallel regions which are left either by final or by exit states. A
composite state is left, if the regions either all have reached their final states or
if at least one of the regions has reached its exit state. Final and exit states must
not be mixed on the same hierarchy level inside a state, but they can be nested
arbitrarily on different hierarchy levels. The steady-state analysis can be based
on embedding by using the time instants when states at the top level are left to
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define an EMC. To obtain the solution of the actual process, the mean sojourn
times in all states are required. For composite states with a single region, this
is possible by solving a linear system (in case of acyclic structures even simpler
calculations can be possible). For composite states with multiple parallel regions
it is first necessary to perform a transient analysis of the regions to compute
the distribution of their sojourn times. Based on that, the distribution of the
sojourn time in the composite state can be obtained by the maximum in case of
final states and by the minimum in case of exit states. This can be performed
recursively over all hierarchy levels and allows for computing the steady-state
probabilities on all levels.

The computations of the distributions can be done numerically by using a
discretization scheme, in case of acyclic structures and small state spaces also
symbolic solutions are possible which we will use for illustration purposes. Note
that the discretization leads just to a linear increase of the computational costs.
The proposed analysis method can be automated, takes full advantage of the
hierarchical structure of the model and reduces the effort since a generation of a
flattened state space is not necessary. We derive an expression for the asymptotic
complexity of the analysis and show that the computational costs are much less
compared with any method which would be based on the construction of a
flattened state space.

The approach is based on previous work of the authors: in [10] the model
and analysis were suggested for discrete-time Markov chain (DTMCs) with two
hierarchy levels and final states, in [9] they have been extended to SMPs with
two hierarchy levels and final states. Both papers concentrate on the applica-
tion to usage models in statistical testing of complex embedded systems. The
contribution of this paper is a generalization of the model and its analysis to arbi-
trarily many hierarchical levels both with final and exit states, we also provide
a consolidated version of the theory.

The model structure of an SMP with parallel regions and the respective nota-
tion are elaborated in Sect. 2. The analysis is explained in detail in Sect. 3. It is
followed by an example that makes use of all model features, analysis results are
also provided in Sect. 4. Finally, the asymptotic computational effort is investi-
gated in Sect. 5.

2 Definition of the Model and Introduction of Notation

The definition of an SMP with parallel regions is split into multiple parts for
a better understanding. The first relates to the model structure, the second to
the notation that is used to refer to elements within the model, and the latter
is concerned with quantities that are of interest for the analysis.

2.1 Semi-Markov Processes with Parallel Regions

An SMP with parallel regions is comparable to a state machine with simple and
composite states [8]:
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— On the top level the model consists of a state machine with simple and com-
posite states. Additionally, there is one initial pseudostate. Each simple state
is associated with i.i.d. sojourn times. Transitions connect states and are asso-
ciated with probabilities. The probabilities at outgoing transitions of a state
sum up to 1.

— Composite states either have one single region or multiple parallel regions
which all contain a state machine as defined above, giving rise to a recursive
definition starting at the top level, with substates at the intermediate levels
and only simple states at the bottom level.

— A region has an end pseudostate (also called absorbing state) which is either a
final or an exit pseudostate. All regions on the level directly below a composite
state must have the same type of end pseudostate.

— In case the regions on the level directly below a composite state have final
states, it is left, when all these regions have reached their final state.

— In case the regions on the level directly below a composite state have exit
states, it is left, when at least one of these regions has reached its exit state.

— There are no further synchronizations between regions.

2.2 Notation to Refer to States, Regions, and Substates

The possibility of nesting composite states demands for a notation that is able
to consider the hierarchy induced by them and that provides an unambiguous
identification of states, regions, and substates.

— Let ¢ denote the context of a state. It is a list of pairs (4, 7), where i relates
to a composite state and j to a region in that state.

— All states with context ¢ constitute the set S, a state with context c¢ is written
as S¢; € Se.

— The j-th region within a composite state s, ; is referred to as s¢; ; = s with
' = (¢, (4,5)). For simplicity we omit nested brackets, i.e., (¢, (i,7)) denotes a
list ¢ where (i, 7) is appended. The amount of regions within composite state
5c,i is denoted by 7. ; > 1.

— The absorbing state of a region s. takes the index s. . with e = |S,|.

— The length of the context is given by [ = |¢|, it denotes the hierarchy level.

— The context can be omitted, if ¢ = (). This is in general the case for states at
top level. The length of an empty context is 0.

This notation can be applied recursively on nested composite states. Context
information can thus be hidden by the context c. This preserves readability: For
example, lets consider the substate named state8 depicted in Fig.1. Without
context, it is referred to as s21,1,1,1,1,2. This notation is almost unreadable.

With context set to ¢ = ((2,1), (1,1),(1,1)), we can simply refer to it by s¢ .
This notation also allows to refer to states on higher hierarchy levels.

2.3 Notation for Further Quantities

The analysis of an SMP with parallel regions requires the specification of further
quantities that are related to composite states, their regions, and their substates.
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They are defined based on the structural definitions from Sect. 2.1 and the nota-
tion introduced in Sect.2.2. For all these quantities, it is assumed that |c| > 0.

— Let the random variable X.; be the mean sojourn time in state s.; without
taking any state transitions according to exit states besides a possible exit
in s.; itself into account and let Fi;(t) be its distribution and F.(t) the
corresponding vector valid for region s..

— Let the random variable X, be the mean sojourn time in region s, without
taking any state transitions according to exit states besides a possible exit in
Sc itself into account and let F.(t) be its distribution.

— Let d.,;,; be the branching probability of going to state s. ; after leaving state
Sc,i, Ac is the corresponding matrix, valid for region s..

— Let v.,(t) be the transient probability in state s.; after entering region s. at
t = 0 without taking possible exits besides a possible exit in s.; itself into
account, v.(t) is the corresponding vector, valid for region s..

— Let V. ;(t) be the conditional transient probability in state s. ; after entering
region s, in state s.; at t = 0 without taking possible exits besides a possible
exit in s.; itself into account, V() is the corresponding matrix, valid for
region s..

— Let m.; be the steady-state probability in state s.;, 7. is the corresponding
vector, valid for region s..

— Let 0. ; be the mean sojourn time in state s.; after entering region s, o is
the corresponding vector, valid for region s..

Furthermore, the following notation will be used: A bar above a vector or
matrix denotes a restriction to the non-absorbing states, i.e., in a vector the last
element is removed and in a matrix the last column and last row are removed.
F(t) = 1 — F(t) denotes the complement of the distribution. Applied to the
vector F.(t) it means both element-wise complement of the distribution and
restriction to non-absorbing states. f.(t) is the vector of corresponding densi-
ties, also restricted to non-absorbing states. Finally, diag(f.)(t) and diag(F.)(t)
denote diagonal matrices in which the vector is put on the diagonal and all other
elements are set to zero. I denotes the identity matrix of suitable dimension (all
elements on the diagonal equal to one, all others equal to zero) and e is a vector
of ones of suitable dimension.

3 Analysis

The analysis is based on the construction of an EMC. The EMC is embedded
at time points when a state on the top level is left. The required mean sojourn
times in the simple states can be obtained easily, however, the mean sojourn
times of the composite states are more challenging and must be computed based
on transient analysis. The analysis can thus be organized in the following steps:

1. For all composite states at top level the sojourn time distributions must
be computed. To do this, one must go recursively from bottom to top and
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must do a transient analysis and then compute the maximum in case of final
states and the minimum in case of exit states. Exits that may occur in parallel
regions on the same and on higher hierarchy levels are not taken into account.
Based on the computed sojourn time distributions one must go again from
bottom to top in each composite state and compute the mean sojourn times
in each state. Now the exits in parallel regions on the same and on higher
levels are taken into account. To do this, integrations must be performed.
The mean sojourn times in final states can then also be computed easily by
subtraction.

Now the EMC on top level can be solved.

The steady state probabilities of substates can then be computed easily by
multiplying the steady-state probability of the higher level with the fraction
of mean sojourn time spent in the substate.

In the following we will explain the single steps in more detail.

3.1 Analysis if All Sojourn Time Distributions Are Known

We consider a region s, with states s.; for which all sojourn time distributions
F, ;(t) are known. We differentiate between three important cases:

1.

All sojourn times are exponentially distributed. In this case the stochastic
process is a continuous-time Markov chain (CTMC) and can be described by
a generator matrix Q. (¢) and the transient solution is given by

Ve(t) = ¥e(0)eQe® (1)

All sojourn times are geometrically distributed. In this case the stochastic
process is a DTMC and can be described by a stochastic matrix P.(¢) and
the transient solution is given by

Vc(t) = VC(O)Kc(t) Lt/7] (2)

In other cases the stochastic process is an SMP. Its dynamics are described
by the following two equations coming from Markov renewal theory. The
conditional transient probabilities are given by:

Ve(t) = Ec(t) + K (t) * Ve(t) 3)

with local kernel E.(t) = diag(F.(t)) and global kernel K(t) defined by

K/C(t) = diag(f.(t))A., * stands for the convolution which has to be applied
on the elements of this vector-matrix product. The unconditional transient
probabilities are then obtained by:

Ve(t) = Ve(0)Ve(t) (4)
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Note that in all cases it is possible to derive a closed form solution if the topology
is acyclic and the state space is small enough. It is, however, numerically not
feasible in case of larger state spaces because of cancellation errors [12].

From the transient solution the distribution of the sojourn time in the region
is given by summing up the probabilities on non-absorbing states:

Fu(t) =1 —V.(t)e (5)

Remark: If the composite state is at top level and contains just a single region,
then the transient computations can be avoided and instead just linear systems
have to be solved to compute the mean sojourn times directly. This special case
is treated in the beginning of Sect. 3.3.

3.2 Computation of Sojourn Time Distributions for Composite
States

If the composite state s.; contains multiple regions s, ; ; which have

1. final states, then its sojourn time is given by the maximum over the sojourn
times of its regions. The distribution F¢ ;(t) is hence given by

Tei

Fei(t) = H Feij(t) (6)

2. exit states, then its sojourn time is given by the minimum over the sojourn
times of its regions. The distribution F, ;(t) is hence given by

Fc,i(t) =1- ch,i,j (t) (7)

3.3 Computation of Mean Sojourn Times in Composite States

If the composite state is at top level and contains just a single region, the mean
sojourn times can be computed by a system of linear equations. In case of CTMCs
and DTMCs this can be derived from integrating the transient state equations
for v.(¢) from 0 to infinity [5].

1. The linear system in case of a CTMC is given by
—v.(0)=7.Q, (8)

2. The linear system in case of a DTMC is given by
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3. In case of an SMP the integration of the given transient state equations
would lead to a linear system with a matrix of unknowns, the method of
supplementary variables as described in Chap. 11 of [7] allows to derive a

linear system with just a vector of unknowns first for a so-called embedded
CTMC:

v.(0) =7:(A, - 1). (10)
This can be converted easily to the mean sojourn times of the SMP by mul-
tiplying each sojourn time in the embedded CTMC with the mean sojourn
time in each state in isolation:

o0

T, = 0.diag /Fc(t)dt (11)
0

Remark: In case of acyclic structures it is possible to compute the mean sojourn
times even without solving a linear system, this simple case is not elaborated
here and at least for small state spaces it will not lead to significant savings of
the computational costs.

In all other cases, the transient analysis of the regions as specified in Sect. 3.2
has to be used. Afterwards, the exits have to be taken into account. The mean
sojourn time o.; for a substate s.; is given by the integral over its transient
probability v ;(t) taking exits in parallel regions on the same and on higher
hierarchy levels into account.

- / ves(t) - P (t)at (12)
0

The quantity Fim(t) represents the product of complementary distributions
from regions on this and on higher hierarchy levels that are executed in parallel
and have an exit pseudostate. It is defined recursively by utilizing the context:
if the regions in a surrounding composite state have exit pseudostates, their
complementary distributions are taken into account. However, region s. itself
needs not to be taken into account, since its exits are already represented by the
transient probabilities. This leads to a recursive definition, starting at a given
context and going upwards:
ex

Te.i - —exit . .
—exit i Feam@F, (t), if s.; has exit pseudostates
L

—=€EIT

F. (1), if s¢; has final pseudostates
(13)

The recursion ends at the top level: F¢*%(¢) = 1 if ¢ = (). The mean sojourn time
0; in a composite state at top level is computed as integral from 0 to infinity
over the complement of its sojourn time distribution.

o= / h Fi(t)dt (14)
0
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In case of regions, the same mean sojourn time is spent in them as in the directly
surrounding composite state. Thus, we can set o (. (; j)) = 0cq- In case of final
states, the mean sojourn time o ; j)),. in the final state of each region can be
computed by subtracting the mean sojourn time spent in non-absorbing states
from the mean sojourn time o, ; of the surrounding composite state s ;.

T(e,(ini))e = Ocyi = O (c,(i,§))€ (15)

In case of exit states no time is left in them and we can simply set .. = 0.

3.4 Solution of the EMC

Let P be the stochastic matrix of the SMP with the branching probabilities of
going from top level state to top level state. Let u denote the vector of steady-
state probabilities of the EMC, it is given by the system of linear equations
u = uP subject to ue = 1. The solution has to be weighted by the mean sojourn
times in the top level states. The mean sojourn times are given by matrix C,
with ¢; ; = E[X;] = 0y, if i = j, and otherwise ¢; ; = 0.

The mean sojourn time for simple states is derived easily by E[X;] =

Ooi
J Fi(t)dt. For composite states, the mean sojourn time is derived according
0

to the analysis stated in Sect.3.3. Once matrix C' is complete, the final solution
of the steady-state probabilities of the EMC is obtained by calculating
uC

3.5 Computation of Substate Probabilities

The steady-state probability of a substate in a region can be obtained by multi-
plying the steady-state probability of the surrounding composite state with the
fraction of mean sojourn times in the substate and the surrounding composite
state. O e (i) ke

Tle i)k = Tei— 2 (17)

c,i

From the known solution at the top level, this calculation can be performed
recursively on all hierarchy levels down to the bottom level.

4 An Illustrative Example

An exemplary SMP with parallel regions is shown in Fig. 1. States are numbered
consecutively, starting at 1 at the top level and within each region. We also
provide short names in italics for a simple reference. It contains all features:
simple states, composite states with exit and final pseudostates, and nested
composite states. Transitions are labeled with their branching probabilities which
have all been set to one. We used the following sojourn time distributions for
simple states, corresponding to the numbering in the short names:
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S1

S1
state6

state9

1.0

S3 1.0
Fuo(t) @

Fig. 1. Exemplary SMP with parallel regions.

) = H(t — ¢), a unit step function with offset ¢.
— Fy(t) = H(t — p), a unit step function with offset p.
) =1— e #* an exponential distribution with rate p.
) =1 —e M, an exponential distribution with rate \.
)
)
t

t) = H(t — 7), a unit step function with offset 7.
— Fio(t) = H(t — €), a unit step function with offset e.

We applied the analysis of this paper to the SMP from Fig.1. Solving the
EMC, i.e., solving the respective system of linear equations u = uP subject
to ue = 1 yields u = (1/3,1/3,1/3). The solution has to be weighted by the
mean sojourn times in the top level states. The mean sojourn time tor statel is
o1 = fooo Fi(t)dt = ¢ and for statel0 it is 019 = fooo Fio(t)dt = e. Calculating
the mean sojourn time for composite state state2 is challenging: it starts at the
lowest hierarchy level by calculating the sojourn time distribution for composite
state s.1 with name stateb and context ¢ = ((2,1), (1,1)). First, the transient
probabilities are calculated for each substate. Afterwards, the minimum is cal-
culated over the sojourn time distributions of the regions according to Eq. (7)
since s contains exit pseudostates. The functions are given by Eq. (18).
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Ve1,1,1(t) = e Mt
A-t-e M Jifw=\
Uc,1,1,2(t) { ﬁ . (e_w.t o e_A.t) , if w # A
Foia(t) =1—ve11,1(t) —vep12(t) =1—e M —we110(t)
Uc)l’gﬁl(t) =1- H(t — 7')
Fc,1,2(t) =1- 1671,2,1“) : (t - T)
Fcyl(t) =1- FC71,1(t) F ( ) =1- (e*)"t + UC7171,2(t)) . (]. — H(t — T))

(18)

Subsequently, the next hierarchy level is considered. Therefore, the context
changes to ¢ = ((2,1)) and the state of interest is composite state s 1 with
name state3 and new context. The previous calculation results given by Eq. (18)
are directly used in this hierarchy level. The distributions for s,/ ; are given by
Eq. (19). The sojourn time distribution for s is obtained as maximum over
the sojourn time distributions for its regions, due to the final pseudostates.

Vo111 (t) = Fea(t) = (e +ve110(t) - (1— H(t — 7))
F, /,171(t) =1- 'Uc’,l,l,l(t) =1- ( At + ’1}611’1,2((‘,)) . (1 — H(t — T))
Vera,2,1(t) = e Ht
Fuao(t) =1—ve121(t)=1—e "
Foat) = fgc',l,l(t) ' 1;70/,172@) =(I—=(eM4ve112(t) 1—H(t—71))
(1 — e mt
(19)

Again, the context is updated and the next hierarchy level is considered. Since
this is the top level, the context is empty. Therefore, we omit it in the following.
The state of interest is composite state so. The calculation of its sojourn time
distribution is comparable to that for composite state s. i, since it also utilizes
exit pseudostates. The respective functions are given by Eq. (20).

eaa® =Feal®) =1 (= (7" 4 venaalt) (1 HE-m)

1—e k1)
Fon®) I(I ”2’1;}}%) =1 (e ™ +vera(t) - (1—H(t—1)))

va2a(t) = 1— H(t — p) (20)
F272<t) =1- V2,2, 1(t) H(t — p)
Fy(t) =1—Fau(t) Faoo(t)=1—(1—(1— (e +ve11.2(t))

(I =H(t=7)))-(I—e ")) (1= H(t—p))

Once all sojourn time distributions are known, the mean sojourn times can
be calculated for each state at each hierarchy level. The mean sojourn times
for each composite and substate are given in Eq. (21). The contexts are defined
as above as ¢ = ((2,1),(1,1)) and ¢/ = ((2,1)). Exits are considered according
to Sect. 3.3. Simple states from the top level are not listed, their mean sojourn
time can directly be derived from the corresponding annotated sojourn time
distribution. The mean sojourn time for all exit pseudostates is equal to 0. In
contrast to exit pseudostates, the process spends time in final pseudostates. The
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mean sojourn times o finqi1 a0d 0 £inqi2 relate to the final pseudostates in the first
and the second region of composite state s 1,1. They are calculated according
to Eq. (15). Finally, the steady-state probabilities are calculated for each state
according to Egs. (16) and (17).

Oc1,1,1 = Ostater = fo Ve,1,1(8) - Fen2(t) - Fao(t)dt

0c,1,1,2 = Ostate8 = fo Ve1,1,2(8) - Fe2(t) - Fao(t)dt

0c1,21 = Ostated = fo Ve,2,1() - Fe1(t) - Fao(t)dt

0/ 1,1,1 = Ostates = fooo Uu,1,1,1 F2 o(t)dt

0c/1,2,1 = Ostate6 = fo Vel 1 2 1 < Fao(t)dt (21)

02,11 = Ostate3 = fo vo.11(t F2 2(t)dt
0c¢'1,1,2 = O finall = 02,1,1 — Uc 1,11
0c¢'1,22 = O final2 = 021,1 — 0¢/1,2/1

0221 = Ostated = fo 0221( )+ Faa(t)dt
02 = Ostate2 = fo F2( )dt

For the given SMP we carried out 11 experiments with varying parame-
ters for the distributions: p € {1.0,2.0,3.0,4.0,5.0}, 7 € {1.0,2.0,3.0,4.0}, and
py A, w € {0.5,1.0}. For the sojourn time distributions Fj(t) and Fio(t) at top
level, the parameters have been set to ¢ = ¢ = 1.0. In each experiment, we calcu-
lated the steady-state probabilities. We also measured the steady-state probabil-
ities by means of a simulation. Therefore, we specified a simulation model for the
SMP with parallel regions from Fig. 1 and set the parameters of the distributions
accordingly. The simulation model was specified with Papyrus [14] and SimTAny
[16] (formerly known as Syntony) was used to automatically transform it into
a simulation for OMNeT++ [13]. About 100,000 independent repetitions were
carried out for each experiment. The measured results validate our calculation
results. The difference between the measured and calculated steady-state prob-
abilities is given in % in Fig. 2. The steady-state probabilities are named by the
corresponding state in Fig. 1. mgpei; and mapqie relate to the final state in the
first and the second region of composite state state3. The difference between
the measured and calculated values is below 1% on average, which is quite low.
The biggest difference between calculated and measured steady-state probabili-
ties applies to states that are subject to the synchronization in the simulation.
These are the states state8 and the two final states. The effect of the synchro-
nization will be amplified, if the steady-state probability of the concerned state
is very small. In case of state9, it has only a minor impact due to its high
steady-state probability in almost all experiments.

We also executed experiments with other types of distributions: We used the
uniform distribution for Fy(t) with a = 1.0 and b € {1.0,2.0,3.0,4.0,5.0}, and
the Weibull distribution for Fr(¢) with A = 1.0 and k € {1.0,2.0,3.0}. In this
case, the impact of the synchronization mainly affects the difference for the first
final state, which is at most 2.5 %. For all other states, the difference is quite
stable and below 1.5 %.
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Fig. 2. Difference in % between the calculated and measured steady-state probabilities
for all states in the example SMP with parallel regions.

5 Computational Effort

We consider the worst case in which the state space is as “nested” as possible and
there are fully connected SMPs in each region. The (bottom) composite states
at the deepest hierarchy level contain only simple states. Let n be the number
of top-level states, r the number of regions in each (nested) composite state, [
the number of hierarchy levels, and m the number of states in each region.

We want to estimate the order of continuous functions. They constitute a
measure of both space and time complexity, since we have to discretize them in
order to perform numerical operations.

Starting at a bottom composite state, the assumptions lead to 7 - m? con-
ditional transient probabilities for that state. Considering the next higher level,
there is a composite state with r regions, each containing m bottom composite
states. Taking the conditional transient probabilities of that state into account,
the amount of functions rises to r - m(r - m?) + r - m2?. The procedure con-
tinues until the composite state at the top level is reached, leading to the
sum n - 22:1 r* . m**1 of continuous functions and the corresponding order
O(n - rt - m!*1). The sojourn time distributions do not add to the asymptotic
order. The required discretization of the continuous functions leads to a further
linear increase in terms of the number of used discretization steps.

In case of the example we have n = 3, [ = 3, r = 2, m = 2, leading to
n-rl x m!*1 = 384. Actually there are 9 transient probabilities and 9 sojourn
time distributions to consider, significantly less than the worst case since the
structure is not fully “nested”.

If there would be an analysis that could be applied on the flattened state
space, its computational effort would depend on the size of this space (if mul-
tidimensional supplementary variable spaces or phase type distributions would
be used, the complexity would be even increased by the possible concurrent
non-memoryless activities). A composite state with r regions each with m states
has m" states. This is continued on each hierarchy level, leading to an order of
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O(n - mTl) states in its flattened state space. It is obvious that the suggested
hierarchical approach of this paper leads to a significant reduction.

We have also implemented a prototype based on equidistant discretization
and Romberg integration, it required about 500 ms to calculate the steady-state
probabilities for the example. Further results for larger state spaces will be inves-
tigated in future work.

6 Conclusion

In this paper, we introduced SMPs with parallel regions. They boost the mod-
eling power significantly and are easy to understand, since they are similar to
state machines with simple and composite states. Parallel and non-memoryless
activities are modeled within separate regions of a composite state. The model
allows to nest composite states, which leads to multiple different hierarchy lev-
els. A hierarchy level either is left once all parallel activities on the same level
are finished, or as soon as the first concurrent activity on the same or higher
level exits. We also introduced an analysis that takes advantage of the model
structure. Since flattening the state space is not possible here, we apply Markov
renewal theory: First a steady-state analysis is performed on an EMC at the
top level. Second, a transient analysis is recursively carried out at the composite
state level. Finally, exit points are taken into account and mean sojourn times
and steady-state probabilities are calculated for each simple state, composite
state, and substate.

The concepts outlined in this paper have been applied to an exemplary SMP
with parallel regions that makes use of all features. Multiple experiments have
been carried out on that model by applying the analysis, each time with different
parameters for the sojourn time distributions. We focused on the calculation of
steady-state probabilities for each state in that model. We also implemented a
simulation for each experiment and used it to measure the steady-state proba-
bilities. The measured values confirm our calculation results.

Finally, we considered the computational effort of the analysis, showing a
clear benefit of the suggested solution method based on computing minimum
and maximum on the model structure. It is lower than the effort that would be
required by any method which would be based on the construction of a flattened
state space.
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Abstract. The realistic modeling of mobile networks makes it necessary
to find adequate models to mimic the movement of mobile nodes. In the
past various such mobility models have been proposed, that either create
synthetic movement patterns or are based on real-world observations.
These models usually assume a constant number of mobility nodes for
the simulation. Although in real-world scenarios new nodes will arrive
and other nodes will leave the simulation area, only little attention has
been paid to modeling these arrivals and departures of nodes.

In this paper we present an approach to easily extend mobility models
to support the generation of arrivals and departures. For three standard
mobility models the effect of this extension on the performance measures
of a simple mobile network is shown.

Keywords: Mobility models - Scenario generation - Arrival processes *
ARTA processes

1 Introduction

The adequate and realistic modeling of the traffic load is a crucial step when
building stochastic models of computer and communication networks. For wired
networks it is well known that packet interarrival times are correlated and that
neglecting this correlation might have significant impact on performance mea-
sures [16]. With the increased availability of mobile devices performance eval-
uation of wireless networks has become more important. For a realistic load
modeling the user mobility has to be considered additionally in wireless net-
works. To mimic movement patterns of users (or mobile nodes) in a wireless
scenario mobility models are used. Mobility models basically consist of some
rules that define how the nodes of a wireless network move. On an abstract level
the mobility of a node consists of a spatial component, that defines to what
destination a node is moving, and a temporal component, that defines when and
at what speed the node is moving. It is well known, that unrealistic mobility
models may lead to wrong assumptions on the performance of the system that
is analyzed [21].

In the past various mobility models have been proposed and the overview
we can give here is by far not complete. These models can be divided according
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A. Remke and B.R. Haverkort (Eds.): MMB & DFT 2016, LNCS 9629, pp. 107-121, 2016.
DOI: 10.1007/978-3-319-31559-1_10



108 J. Kriege

to different criteria [3]. The most distinctive criteria are probably whether the
mobile model synthetically creates movements or is based on real-world obser-
vations and whether it treats movements of single nodes or groups of nodes.

An overview of models creating synthetic movements can be found in [10].
Those models are easy to implement, can be easily integrated into simulation
models and do not need additional information and are therefore widely used.
Classical examples are the Random Waypoint, Random Direction and Ran-
dom Walk models, where a direction or destination and the speed of a node
is randomly determined. While these models are memoryless, i.e. they do not
use information from the past to determine the next destination or speed, the
Gauss-Markov model [17] chooses these values depending on previous values.
The QoS-RWP model [19] is based on the Random Waypoint model, but divides
the nodes into two classes. One class moves according to the Random Waypoint
model, while the second class is stationary unless their quality of service drops
beyond a given threshold. Aside from these very general models, approaches like
the City Section model [10], that aims at representing the topology of streets,
exist for special applications.

More recent approaches use real world-observations as basis for the mobility
models, because the synthetically generated movements might differ from real
patterns and require an idealized, free simulation area [22], which could lead to
wrong assumptions for performance measures [18].

For example the model from [14] considers buildings and obstacles by using
Voronoi-diagrams. [22] constructs a list of trips from real data that consist of
visited access points and in combination with a map realistic routes can be
obtained for the mobile nodes. In [15] a matrix of transition probabilities for
different locations and the distributions for pause times and speed values are
estimated from real-world observations.

A different approach was chosen in [12] where a network of queues corre-
sponding to the different access points was used to model the wireless network
on a more abstract level.

In contrast, little attention has been paid at modeling of arrivals and depar-
tures of users in wireless scenarios. Usually the number of mobile nodes is set
to a fixed value at the beginning of a simulation and does not change during
simulation, because no nodes leave or enter the area. For short simulations these
assumptions might be justified, though as pointed out in [21] the common short
simulation times are not sufficient for modeling the mobility in WiFi networks.
However, for longer simulation runs it is very likely that the number of nodes
varies. Typical scenarios are an airport terminal or a shopping mall where there
should be a large throughput of mobile nodes. These considerations clearly moti-
vate that mobility models should also be able to account for a varying number
of nodes. However, this has hardly been treated in the literature, yet. [4] used
queueing networks to model a wireless network and considered external arrival
rates. In [2] the arrivals of participants of a conference were analyzed and mod-
eled as a Markov-Modulated-Poisson Process (MMPP) but not combined with
a mobility model. As the authors state, a MMPP is sufficient for modeling the
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arrivals at a conference with phases of many arrivals (start of a session) and few
arrivals (during a session), but is probably not adequate for other scenarios with
more complicated arrival patterns.

In this paper we propose a general approach to enhance mobility models to
account for arrivals and departures of nodes resulting in a varying number of
nodes during the simulation of the model. Since the arrivals and departures are
likely to exhibit correlation we propose a combination of mobility models with
stochastic processes. The effect of incorporating these arrival patterns into the
mobility models is systematically assessed by measuring the traffic load gener-
ated by the models in a wireless network scenario.

The paper is structured as follows. In Sect. 2 we briefly introduce the mobility
models and stochastic processes used in our experimental analysis. Section 3
describes our approach to combine mobility models with arrivals and departures.
In Sect. 4 we experimentally evaluate the effect of the added arrival patterns. The
paper ends with the conclusions in Sect. 5.

2 Background and Notations

As already mentioned in Sect. 1 there exist various mobility models for different
applications and requirements, though they usually assume a fixed number of
nodes. In the following we will introduce three basic mobility models in more
detail that are later used for our experiments. Additionally we present the theo-
retical background on ARTA processes that we will use to generate arrivals and
departures.

2.1 Random Walk Mobility Model

In the Random Walk mobility model nodes change their location by randomly
choosing the direction and the speed to travel. The model is parametrized by
the bounds for the speed [Upmin, Vmaz] and either a time interval ¢ or a distance
d. Each movement then either takes t time units or covers the distance d. The
direction is chosen from [0, 27]. At the end of a movement a new speed and direc-
tion are randomly determined. Nodes that reach the border of the simulation
area are reflected.

The Random Walk model is memoryless, since no information about past
locations or speeds is used when determining the next speed and direction values.
This might lead to unrealistic movements. Nevertheless the Random Walk is a
widely used mobility model [10].

2.2 Random Waypoint Mobility Model

Nodes following the Random Waypoint model switch between pause periods and
movements, i.e. they stay at a location for a randomly determined time and then
randomly choose a speed between [Unmin, Vmaz] and a random destination in the
simulation area. Having reached the destination the node pauses again and so
on [10].
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2.3 Random Direction Mobility Model

The Random Direction model [10] is similar to the Random Walk as the node
also randomly chooses a speed from [vVp,in, Umae] and a direction between 0 and
180 degrees. But in contrast to the Random Walk the node always moves to the
border of the simulation area. Here the node pauses for a randomly determined
time and after that chooses a new direction and a new speed.

The Random Direction model has the advantage to overcome so called density
waves, i.e. a clustering of nodes in one part of the simulation area, that for
example the Random Waypoint model suffers from [20].

2.4 Scenario Generation

As mentioned above a mobility model describes the behavior of a single node or
a group of nodes by some formal definition. One common way to use mobility
models in a simulation is to generate a mobility scenario. A mobility scenario
contains the movement patterns of nodes that follow the definition from a mobil-
ity model, i.e. the scenario contains realizations of the mobility model. Scenario
generators like BonnMotion [1] can create scenarios from a large list of mobility
models that can then be loaded by simulation tools like OMNeT++ [13] to be
used in a larger simulation model.

Without loss of generality we identify nodes by a number i € N5 . We assume
in the following that a scenario consists of waypoints that define at what time
t a node 1 is at location (z,y), i.e. a waypoint is a tuple (i,¢, z,y). The possible
values for a location (z,y) are restricted by the size of the simulation area C, i.e.
we require (z,y) € C.

Then S(l) = ((’L7 ti,la Ti1, yi,l)v (Z, ti,27 Z5.2, yi,Q)a ter (’L7 ti,l, Til, yi,l)) contains
all waypoints of a single node until the end of the simulation. The first waypoint,
i.e. the initial location is usually chosen randomly. Further waypoints are always
necessary when a node changes direction or speed, either explicitly by selecting
a new destination, direction or speed randomly or implicitly when bouncing off
the boundaries of the simulation area as for the Random Walk model. This
implies for two consecutive waypoints (¢,%; 1, 2;.1,%:,1) and (4,%;.2, T 2,¥;,2) that
in the time interval [t; 1,%; 2] node ¢ moves with constant speed from (z; 1, 1)
to (zi2,yi2). For pause times the locations of two consecutive waypoints are
identical.

The complete scenario for n nodes is then given by & = (8(1), S@ ... S(")) .

2.5 Autoregressive-To-Anything Processes

Autoregressive-To-Anything (ARTA) Processes [11] combine an autoregressive
process of order p, denoted AR(p), with an arbitrary marginal distribution Fy .
The AR(p) is given by [7]

Zt = O[1Zt,1 + Cngt,Q + ...+ OlpZt,p + €
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where the «; are autoregressive coefficients and the values €;, denoted as inno-
vations, are normally distributed with zero mean and variance o2. The ARTA
process is then defined as a sequence

Y, = Fy ' [@(Z)),t=1,2, ...

where Fy is the marginal distribution, @ is the standard normal cumulative dis-
tribution function and {Z;;t = 1,2,...} is a stationary Gaussian AR(p) process
as described above.

ARTA processes can model correlated input processes with a wide variety
of shapes for the distribution. The approach works for any distribution Fy for
which Fy, ! can be computed, either by a closed-form expression or by numerical
methods. Since the autocorrelations of the background AR(p) process and the
ARTA process are directly related and autoregressive processes are very flexible
in modeling autocorrelation, the ARTA process inherits this property from the
AR(p) process. In addition, there are approaches available to construct ARTA
processes from measured observations from a real system [5,11].

3 Mobility Models with Arrivals and Departures

There are basically two possible approaches that can be used to extend mobility
models such that they account for arrivals and departures. Of course, one can
modify the definition of the mobility model itself to include the generation of new
nodes and the deletion of departing nodes at runtime. Though, depending on the
complexity of the mobility model this can be complicated and it has to be done
for every mobility model that should be supported. Alternatively, one can leave
the mobility model untouched and add arrivals and departures to the generated
scenarios. Since for arrival and departure generation only the scenario is used,
no knowledge on the mobility model that generated this scenario is required. We
will follow this idea that is sketched in Fig. 1. Our model consists of three parts:

S S
Mobility Model S I Arrival Generator l—A)I Departure Generator I#)

Fig. 1. Scenario generation with arrivals and departures

The (unmodified) mobility model generates a scenario S as described in
Sect. 2. The Arrival Generator then adds additional nodes to the scenario result-
ing in a new scenario S and the Departure Generator modifies the scenario such
that nodes leave the simulation area. The approach in Fig. 1 is very modular, as
we have no real restrictions on the choice of the mobility model or the generators
for arrivals and departures. We have already introduced three mobility models in
Sect. 2 that we used later in our experiments. But of course the approach works
for the other models mentioned in Sect. 1 as well.

In the following we describe the two generators from Fig.1 in more detail
and present an algorithm for scenario generation with arrivals and departures of
nodes.
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3.1 Arrival and Departure Generators

The Arrival and the Departure Generator work in a similar way, i.e. they have to
(randomly) determine the time of an arrival or departure, the location where the
node enters or leaves the simulation area and in case of departures also which
node should leave. Therefore, the generators basically consist of probability dis-
tributions and stochastic processes to draw those random numbers.

In addition they have to utilize a set of entry coordinates Cepniry and exit
coordinates Ceyit, respectively. Of course, we have that Ceyiry C C and Cepir C C
and additionally Ceptry and Cegir should only consist of points at the boundary
of C. Centry and Cegzyy can either be a discrete number of coordinates (x;, y;),7 =
1,--+ ,k or a continuous region {(z,y)|(z,y) € C}. Of course, also combinations
of these two definitions are possible.

We define two sets here, because the entry and exit coordinates are not
necessarily identical. If we model a part of an airport terminal, e.g. the route to
the gates is only an exit point but not an entry point. In other scenarios like an
university campus we might of course have that Ceptry = Cezit, though.

The choice of the probability distributions or stochastic processes for random
number generation of course depends on the system we want to model. In the
simplest form one could just use standard distributions, e.g. an exponential dis-
tribution for interarrival and interdeparture times and an uniform distribution
for the selection of entry and exit coordinates.

If the arrivals or departures should exhibit autocorrelation a stochastic
process is required. We already introduced ARTA processes in Sect.2 that are
suitable for this task and that we used for our experiments. An alternative to
this are Markovian Arrival Processes [9] that are more prominent for models
that should be analyzed numerically, but can also be used in simulation.

It is of course also possible to use more elaborate stochastic processes like
Marked MAPs [8] or Vector ARTA processes [6] that can generate interevent time
and entry/exit coordinates in one step and can additionally express correlation
between those two values.

For the Departure Generator a further distribution for the selection of the
nodes has to be specified. Possible candidates are a discrete uniform distribution
or a geometric distribution, that could be used to make the selection of a node
with a small number (i.e. a node that is in the system for a long time) more
likely.

Assume, that we have n initial nodes in the scenario without arrivals and
departures. Then, more formally, the arrival generator creates a sequence

entr entr entr entr entr entr
((n +1, t£L+1 y)’ $£l+1 y)7 yr(LJrl y))7 (n+2, t’EL+2 y)’ (E51+2 y)’ y7(L+2 y))7 e )

where (x;e_rfry),y,(fff ry)) € Centry- The i-th tuple is the first waypoint of node

n 4+ 4. The remaining waypoints are then determined by the mobility model M,
i.e. we obtain

S(n+i) — ((n +1, tgzefitry)7 xglerlzfry)7 yT(lEETy))’ (n +1, i 2, Tntios yn+i72)’ .. ) .
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In a similar way, the departure generator creates a sequence

<(Z-1’ tl(lexit) x(}ear:it)7 yzgleacit))’ (ig

b 71

t(ewit) x(emit) y(exit))’ . )

» big » Ly » Jig
of nodes i; that should leave the simulation area at location (a:l(jm), Ejexit)

Cerit at time tz(-:mt). Assume that there are n initial nodes in the scenario and the

arrival generator created [ additional nodes. Let N' C {1,2,--- ,n+1} denote all
the nodes that exist in the scenario at a departure time ¢(¢***). Then of course,
the node i; that should leave the area may only be drawn from N.

In the final step the departure generator has to modify SU3), i.e. a new
waypoint (i, t(reroute) glreroute)  (reroute)) hag to be determined. All waypoints
(ij,t,2,y) € S@) with ¢ > t(rereute) are discarded and (ij, t(rereute) glreroute)
y(j“"“’“te)) and (i;, t(e@®) p(ewit) (@)} are added as new waypoints. We will
explain in the next section, where the scenario generation is described, how this
new waypoint can be determined.

) €

3.2 Scenario Generation

The algorithm for a scenario generation that includes arrivals and departures is
sketched in Fig. 2. As already mentioned, we are using a modular approach and
consequently the algorithm consists of three parts: The creation of the scenario
from the mobility model without arrivals and departures (line 1), extending the
scenario with arrivals (lines 2-10) and the addition of departures (lines 11-12).
As inputs the algorithm takes the mobility model M, the size or coordinates
of the simulation area C, the simulation time and the number of nodes n that
populate the area in the beginning. Further inputs are related to the arrivals and
departures, i.e. we need a list of entry and exit coordinates, an arrival generator
A and a departure generator D, that are basically probability distributions or
stochastic processes we can sample from. The offset indicates when arrival and
departure generation should start, i.e. we simulate the initial n mobile nodes
only for offset time units before arrivals and departures start.

First, the algorithm generates a scenario S that contains the movement pat-
terns for the n initial nodes according to the mobility model M in line 1, i.e.
it calls a subroutine for an existing mobility model like Random Waypoint or
Random Direction.

In the second step arrivals are added. We sample the next arrival time
tc(arrival) from the arrival generator (line 5) and determine the entry coor-
dinates from Ceptry (line 6). In the algorithm the arrival time and the entry
coordinates are determined independent of each other. Once the entry point
and the arrival time are known we use the mobility model M to generate the
movement patterns for the new node (line 7). Thus, the movements of the ini-
tial nodes and the generated nodes basically differ in the generation of the first
waypoint. While the initial nodes start at ¢ = 0 at some random point of the
simulation area, nodes created by the arrival generator start at an entry point
at some time during the simulation. After that they behave similar according to
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Input: Mobility Model M, Coordinates of simulation area C;
Input: Arrival Generator A, Entry coordinates Centry;
Input: Departure Generator D, Exit coordinates Cezit;
Input: simtime, offset, n
Output: Mobility scenario Sap;
generate S = (S(l),S(Q), e ,S(")) from M;
t = offset;
¢ =n+1;
repeat

draw tsampie according to A; tﬁem'ry) =1+ tsample;

draw (mﬁ”‘”y), yge"”y)) from Centry according to A;

generate S(©) = ((c, tlentry) glentry) | lentry)y - ) from M;

t = tﬁenm’); c = c+1;

9: S=SUS";

10: until t > simtime

11: t = offset;

12: repeat

13:  draw tsampie according to D; plexit) — gy tsample;
14: draw (w(”‘”),y(e”“)) from Cezit according to D;
15: determine nodes N that are available at time teyi¢;
16: draw i from N/;

17: compute (t('r'e'route)’x(reroute)7y('r'ew'oute)) from 8(1)7
18: 8" = ((i,ti, v, yin), - (i i g, g,

(’L‘, t('r'e'route)7 I(T'eroute)7 y('l'e'route)7 (17 t(e@zt) , x(ewit)7 y(e‘ut)))7

19: S=8\sDus';
20: t = ¢le®ib);

21: until t > simtime
22: Sap = S;

Fig. 2. Algorithm for scenario generation

mobility model M. Finally, the movement patterns of the newly generated node
is added to the scenario and the time is increased.

The last part of the scenario generation consists of the computation of depar-
tures. The first steps are similar to the arrival generation, i.e. we draw the depar-
ture time ¢(°*®*) and the exit coordinates (lines 13 and 14). In addition to this
information we also have to determine which node should leave the simulation
area (lines 15 and 16). Note, that our scenario S contains the movement of all
nodes and some of them did probably not exist at time ¢(¢*®*). Hence, we collect
in AV all nodes that inhabit the simulation area at ¢(¢¥*) Recall, that we used an
offset for the beginning of the arrival and departure generation. It is advisable
to use an offset here as well, i.e. only nodes that have existed for at least offset
time units in the model at time ¢(¢*) are collected in N. The reasons for this
offset will become obvious later when we describe how the node is routed to the
exit point.
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From N we randomly determine one node for departure. In lines 17 and 18
new waypoints for this node are computed, i.e. we identify a time ¢("¢7°ut¢) and
a corresponding location (:E(Tem“te), y(re”’“te)) where the existing movements of
the node are interrupted and from where it is rerouted to the exit point. We
will explain below how this is done exactly. Finally, the old waypoints for the
departing node are deleted from the scenario and replaced by new waypoints
including the departure.

In accordance with Fig. 1 line 1 of the algorithm describes the scenario gen-
eration by the mobility model, lines 2-10 constitute the arrival generator and
lines 11-21 describe the departure generator.

(e)

Fig. 3. Rerouting for departure (Color figure online)

Figure 3 depicts how the rerouting of mobile nodes for departure works. The
blue lines starting at (a) and ending at (b) are the original movement patterns
as generated from the mobility model. (e) is the exit point where the node is
supposed to depart at time ¢(¢*®) First we compute the location of the node at
time t(¢*") according to the original movement pattern. This location is labeled
with (c) in Fig. 3. The remaining part of the original movement pattern, i.e. the
dashed line between (c¢) and (b) is discarded. Starting from (c) we process the
node’s movement backwards until we have found a location (z(reroute) (reroute))
and the corresponding time ¢("¢7°%*¢) such that the node can cover the distance
between (z(reroute) g (reroute)y and the exit point in time t(¥#) — ¢(reroute) with
an appropriate speed, i.e. a speed that is for example drawn from the speed range
for that mobility model or corresponds to the node’s mean speed. This location
is labeled (d) in Fig.3. The movements between the locations (d) and (c) are
also discarded and the node gets new waypoints for the locations (d) and (e).

From Fig. 3 it becomes obvious why the offset introduced in the algorithm
in Fig. 2 is helpful. If a departure is due at the very beginning of the lifetime of
a node it might not be possible to find a suitable location to reroute the node,
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since it has hardly moved yet. The offset ensures that all nodes applicable for
departure have existing movement patterns at the time of the departure.

Of course, the rerouting introduces some overhead when generating the sce-
nario, because parts of the already generated movement patterns are discarded
again. However, it has the important advantage that it can be used for any
mobility model, since it works only on the generated movement patterns and
no knowledge about the mobility model or changes to the mobility model are
required.

4 Experimental Evaluation

To systematically assess the effect of arrivals and departures on the performance
of a wireless network we combined mobility models with different arrival and
departure generators with varying rates and correlation for the creation and
deletion of nodes.

Although the approach presented in Sect. 3 is very general and not specific to
certain mobility models, we conducted our experiments with three basic random
mobility models that are well known and understood, in particular the Random
Walk, Random Direction and Random Waypoint models.

4.1 Experiment Setup

Our experiments were performed using OMNeT++ [13] and the INET frame-
work, that supports mobility scenarios in the form described in Sect.2. The
extension with arrivals and departures required slight modifications of the stan-
dard modules from OMNeT++ to allow for nodes to become active (i.e. arrive)
or inactive (i.e. leave) during the simulation run.

For the experiments we used a simple quadratic simulation area of 100 x
100 m2. There are four access points that cover the area as shown in Fig. 4.
We added nine entry and exit points (Centry = Cezit) evenly to the border of the
area and generated various mobility scenarios using the algorithm from Fig. 2 for
Random Walk, Random Direction and Random Waypoint models that differed in
the number of initial nodes, the rate of arrivals and departures or the correlation
of arrivals and departures. In all models we assumed that the mean arrival rate
and the mean departure rate are equal to keep the mean number of nodes equal
to the initial number of nodes. The speed of the mobile nodes lies within the
interval vy, = 3km/h and v4, = 8km/h. If the model supports pause times
they are between 0 and 30s. As offset we used 100s, i.e. the model is simulated
for 100 s before arrival and departure generation starts. In addition we required
that a node has to exist for at least 100 s before it may be selected for departure.
Each scenario was simulated for 180 min.

At randomly chosen times the mobile nodes generate traffic. To keep the
model simple and allow for a better control of the generated data volume, we
modeled traffic generation at an abstract level without including all the network
layers. The access points are basically servers with a buffer size of 50 that handle
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Fig. 4. Simulation area with access points

the traffic randomly generated by the nodes that are close to them, i.e. each
node generates load for the access point that is closest to its current location.
When a node is moving the nearest access point might of course change during
the simulation. To be able to assess whether the different scenarios have an
effect on the performance we measured the queue length distribution in the four
access points.

4.2 Experimental Results

Before we present the results of the queue length distribution we visualize the
effect of arrivals and departures using the spatial node distribution. The spatial
node distribution shows the probability that nodes are at the different locations
of the simulation area. Figure 5 shows the spatial node distribution for a Random
Waypoint model with an initial number of n = 30 nodes with and without
arrivals and departures. As we can see in Fig. 5(b) the probability that nodes are
at the border of the simulation area where the entry and exit points are increases,
while the distribution remains similar in other parts of the area. Figure 6 shows
the number of nodes and the average number of nodes that are present in the
simulation area for a Random Waypoint model with n = 30 and arrivals and
departures for the first 6000s. As we can see the number of nodes varies around
n = 30 (while the average number of nodes remains almost constant), implying
that there are periods with a higher load for the access points and periods with
a lower load. The effect of these periods on the access points is evaluated in the
following.

(a) no arrivals/departures (b) arrivals and departures

Fig. 5. Spatial node distribution of random waypoint model
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Fig. 7. Queue length distribution for different numbers of initial nodes and the Random
Direction model (thin dashed lines denote the 90 % confidence intervals)

The following simulation results are all obtained from 30 replications of the
simulation model. If applicable we also present 90 % confidence intervals for the
results, though for plots with a larger number of curves we omitted them to keep
the plots accessible. In a first series of experiments we compared the effect of
arrival and departures for different numbers of initial nodes n. As a reference
value we simulated the original default scenarios with a constant number of nodes
and compared it with scenarios where arrivals and departures occur according to
an exponential distribution with mean 50. The entry and exit nodes are drawn
independently from an uniform distribution. Figure7 shows the queue length
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Fig. 8. Queue length distribution for different arrival rates for the Random Waypoint
model and n = 30

distribution at the first access point for the Random Direction model for an
increasing number of initial nodes. The results for the other access points and
mobility models are similar. As we can see arrivals and departures have a large
effect for the smaller node numbers but the effect diminishes if we increase the
number of nodes (i.e. the difference in the mean values becomes smaller and the
confidence intervals start to overlap). Obviously, this is because fluctuations in
the node number caused by arrivals and departures have a larger influence if the
initial number of nodes is relatively small compared to the size of the fluctuation,
i.e. three additional nodes are easily noticeable if there are 10 nodes present but
the effect disappears if there are 50 nodes.

For the next experiments we kept the initial number of nodes fixed and varied
the arrival rate. Results for the Random Waypoint model are shown in Fig. 8. The
plot shows the curves for the default model without arrivals and departures and
for models where the arrivals and departures follow an exponential distribution
with mean 10 and 50, respectively. As we can see, the queue length increases
slightly with smaller mean values (i.e. larger rates).
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Fig. 9. Queue length distribution for different levels of lag-1 autocorrelation for n = 20
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As mentioned before, it is likely that arrivals and/or departures are correlated
in some real world scenarios. We already introduced ARTA processes in Sect. 2
that can serve to model autocorrelated interarrival or interdeparture times. In
the last experiments we evaluated the effect of autocorrelation on the mobile net-
work. Figure 9(a) shows the results for a Random Walk model where the arrivals
are generated according to an ARTA process with exponential distribution and
different levels of autocorrelation, while the departures follow an exponential
distribution and are uncorrelated. As we can see, an increased autocorrelation
also results in a larger queue length. Similar results can be observed in Fig. 9(b)
where both, arrivals and departures, are generated by identical ARTA processes
and thus, are correlated.

The experimental results clearly indicate, that arrivals and departures can
have a significant effect on the performance of a wireless network. We have also
seen that this effect becomes larger if the variation in the number of nodes is
relatively large compared to the mean number of nodes, which can be caused by
a higher arrival rate or correlated arrivals.

5 Conclusions

We have presented an approach to combine mobility models with stochastic
processes to account for the arrival and departure of nodes during simulation.
The approach works on the generated scenarios and thus, can easily be combined
with any mobility model. Arrivals and departures of mobility nodes occur in
many real world scenarios (like airports, shopping centers, parts of an university
campus) and our experimental study suggests, that modeling of arrivals and
departures can have a significant effect on the performance results.

Of course, the results presented here can only serve as a first step towards
more realistic mobility models. We only used completely synthetically generated
mobility scenarios in our study. Mobility models based on real-world observations
naturally qualify for an extension with arrival and departure generators since the
observations already contain information about nodes that newly arrive or leave
the area, but are subject to further research.
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Abstract. The development of cyber-physical systems such as highly
integrated, safety-relevant automotive functions is challenged by an
increasing complexity resulting from both customizable products and
numerous soft- and hardware variants. In order to reduce the time to
market for scenarios like these, a systematic analysis of the dependen-
cies between functions, as well as the functional and technical variance,
is required (cf. ISO 26262). In this paper we introduce a new approach
which allows for a compact representation and analysis of failure mecha-
nisms of systems marked by numerous variants, also: Product Line Fault
Tree (PLFTSs), in a unified data structure based on Multi-valued Decision
Diagram (MDDs). Therefore, instead of analyzing the Fault Tree (FT)
of each variant separately, the proposed method enables one to analyze
the FT in a single step. Summing up, this article introduces a systematic
modeling concept to analyze fault propagation in variant-rich systems.

Keywords: Fault tree - Multi-valued decision diagrams - Safety
engineering - Reliability - Dependability analysis - Variant management -
Product line engineering - Minimal cut set

1 Introduction

Automotive functions of this day and age interact with most diverse digital
networks, for example to realize new in-vehicle services, to increase road safety,
to encourage an efficient control of the growing traffic volume, or to enable
autonomous driving. Such Cyber-Physical System (CPSs) usually operate with
respect to different and only partially predictable contexts and comprise a high
number of embedded systems. This is why automotive functions are marked
by variance and high complexity, in turn functional safety is of considerable
importance.

In the last decade, model-based development has been established in the
automotive sector to manage the increasing complexity which is mainly induced
by highly-integrated Electronic Control Unit (ECUs) and the growing number
of variant-rich functions [1]. In this context, an automotive safety standard is
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given by the ISO 26262 [2] postulating normative requirements to ensure func-
tional safety within electrical and electronic vehicle systems. These include a
hazard and risk analysis, a safety analysis, as well as verification and validation
of the resulting safety mechanisms, just to name a few. Consequently, the overall
safety assessment is labor-intensive and time-consuming, also because available
software tools that ought to support traceability or semi-automated consistency
and completeness checks often do not meet specific user expectations.

All things considered, the development of a completely secure system incor-
porating all required safety mechanisms is hardly possible with state-of-the-art
safety assessment methods such as Fault Tree Analysis (FTA). This is because
on the one hand, systems are marked by different versions as well as numerous
variants, and on the other hand, due to the lack of appropriate methods and
tools to compactly represent and efficiently analyze such systems.

Therefore, in this article a new method is established to compactly represent
the FT of variant-rich systems, i.e. PLFT, within a single data structure: MDDs,
also referred to as 150 % model. Based on such compact MDD-based FT repre-
sentations, the proposed method allows us to generate an MDD representation
of the Minimal Cut Set (MCSs) of the system including all variants. This data
structure, accordingly, enables one to extract the MCS of specific variants. More-
over, for a given MCS, the variants where the corresponding MCS will cause the
system to fail can be identified.

The remainder of this article is structured as follows: Sect.2 will give an
overview of automotive safety engineering and MDDs. Then, in Sect. 3, the mod-
eling approach of variants in FTs is presented. Section 4 demonstrates how FTs
with variants can be superposed and represented as MDD. In Sect. 5, it is shown
how the MCSs of the PLFT can be compactly encoded by an MDD. Finally, in
Sect. 6, we summarize this article and suggest future research.

2 Related Work

2.1 Fault Tree Analysis

FTA is a method to identify potential hazards causing the violation of a system’s
safety goals (e.g., unintended acceleration of the car). It is used in the field
of safety and reliability engineering to identify the causes which let a system
fail [3,4]. Usually, this technique is applied considering different architectures,
designs and abstraction levels (cf., function, component, system) to derive safety
mechanisms (e.g., fault detection and reaction, redundancy, etc.) and thus to
alleviate the identified problem spots.

The starting point for an FTA is the definition of an undesired event, also:
Top Level Event (TLE). In the next step, this event is resolved into Basic Event
(BEs), like failure of a certain hardware device, whose combined occurrence will
trigger the TLE. By doing so, relations among basic events—which are, among
others, induced by the system’s architecture—are reflected by logical gates (AND
or OR) [3,5]—see Fig. 1. In other words, the FT represents a Boolean Function
encoding the fault propagation which will lead to the (undesired) TLE.
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The benefits of constructing a FT within a defined boundary of the system,
is given by the identification of all different mechanisms that will trigger the
TLE. Moreover, during the development of the FT, an overall understanding
of the system’s basic errors and their interrelations is obtained. The main pur-
poses of FTA are: (1) identify critical events, (2) identify critical paths of events
that propagate to the top event, (3) identify potential system weaknesses, and
(4) identify safety mechanisms to be integrated in the system. relationships
between the top event and the primary events are described (Cut Set (CSs)).

The qualitative analysis of FTs is based on the CS and the MCS. The CS is
a set of basic events whose occurrence will cause the system to fail. The MCS is
a CS where no proper subset is a CS. The TLE will therefore only occur, if all
basic events in a MCS happen at the same time [5,6].

Top Level
Event

AND Gate

Intermediate
Event

Basic
Event

Fig. 1. Basic FT structure

Next, the related work on the overlapping areas of FTA and Product Line
Engineering (PLE) are introduced. The Software Fault Tree Analysis (SFTA)
is an extension of the FTA for safety-critical systems, it has proved to be an
essential method for software/safety engineers during the design phase of safety-
critical software products [7,8].

Dehlinger proposed how to attach commonality and variability attributes to
the PLFT and managed it as a core asset [9]. Lu’s work [10] extends Dehlinger’s
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work and is another way to obtain the same result for product lines. The so-
called Fault Contribution Tree (FCT) is a variability tree for the product line
where nodes are features instead of events (or conditions) [11]. Feng’s work [12]
is another extension of Dehlinger’s contribution constructing a software fault
tree in a different manner: the method begins considering commonality and
variability analysis as well as the product line architecture to obtain the so-
called Extended Commonality and Variability Analysis (XCA). After that, the
SFTA is carried out based on the XCA and the Software Failure Modes and
Effects Analysis (SFMEA). Noda [13] proposes a method assuming the fault
of features from the feature diagram. A feature is selected and turned into the
root node of the FT, then this structure is analyzed to identify all paths to the
root node. Based on that, countermeasures are identified—like adding optional
features to the diagram.

In [14], the authors carry over product lines to the Component Fault Tree
(CFT) approach. By doing so, the product line is steadily maintained over time
and information on variability is considered w.r.t. FTAs. This method, for exam-
ple, considers a component (“Ventilation System”) to be reused from a previous
Gas Turbine PL (SGT 500) within another Gas Turbine PL (SGT 400), the
component is analyzed whether it is marked by the same software behavior,
functions and structure. In the end, if the component is fully compatible with
required characteristics, it is suited for the new product line [15,16].

In contrast to these articles and the corresponding modeling approaches, this
paper will rather focus on algorithms and data structures to efficiently analyze
fault propagation of variant-rich automotive functions using MDDs.

2.2 Multi-valued Decision Diagrams

In [17], the authors introduce a graph-based structure (similar to Binary Decision
Diagram (BDDs) [18,19]) to represent and manipulate discrete functions which
they refer to as MDD (also: function graph). The advantages of BDDs are the
simple structure and the possibility of variable bit-wise interleaving. Compared
to BDDs—specifically tailored with respect to Boolean functions—MDD are
used to represent multi-valued functions and getting along with fewer variables.
Therefore, the determination of a favorable variable order can be more efficient.

DEFINITION: MULTI-VALUED FUNCTION. A function
f2X1><"'XXk—>Y (1)

is called multi-valued if the domains of all variables X1,... X} and the image of
the function I C Y are finite sets.

ExAMPLE: LEAST COMMON MULTIPLE. In number theory, the least common
multiple (LCM) of two integers is the smallest natural number that is divisible
by both numbers without remainder. Let the function

LCM:Z x Z — N (2)

and two variables X7 := {1,2,3,4} and X5 := {1,2,3} be given.
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Node Branch

11213 123|123123X2
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Fig. 2. MDD representation of the LCM of two integers (Color figure online)

Figure 2 shows an MDD encoding this example. MDDs are Directed Acyclic
Graph (DAGs). The nodes of the first level represent X, the nodes of the second
level X5, and the nodes of the bottom level I. Since all branches always direct
from a top to a lower node, they are depicted as non-oriented lines. The maximum
number of outgoing branches and thus the maximum number of child nodes
are determined by the cardinality of the corresponding domain. Each branch
represents the allocation of a value. The red nodes and branches in Fig.2, for
example, represent X1 =2, Xo =3, and Y = 6.

An MDD is called ordered, if the variables occur in each path in the same
order. It is called reduced, if no equivalent sub-graphs are contained. If an MDD
fulfills both criteria it is called Reduced Ordered Multi-valued Decision Diagram
(ROMDD)*.

Most generally, decision diagrams are considered data structures to efficiently
encode large sets. Therefore, they are supported by a rich body of research and
used in many applications: among others for dependency and reliability analyses
in safety critical systems, e.g., to encode the state space of the system or to
include fault probabilities using edge-values [20,21].

3 Modeling Systems with Variants

Inspired by the related work, this section will describe two approaches on how
to model variant-rich systems: while the first approach distinguishes variants
by the absence of the system’s components, the second approach suggests a
concept where variants of the system are distinguished by different modules.
Both approaches are illustrated by examples.

3.1 Structure-Preserving Fault Trees

In the following, the term variance refers to the components of the system and
their presence or absence, respectively. Therefore, the structure of the fault

! For reasons of simplicity we henceforth write MDD instead of ROMDD.
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) FTy

) 150% FT ) FT

Fig. 3. 150 % FT and the two available variants

propagation, i.e. the arrangement of the logical gates, remains untouched. Only
components that are not part of a specific variant are removed from the struc-
ture (cf. [9]). Of course, unconnected gates need to be recursively removed from
the FT. Let a system consisting of four components {C7,Cs, Cs,Cy} be given
(Fig. 3a). Based on that, for example two variants can be derived:

— the first variant comprises {C1, C3, Cy4} (Fig. 3b),
— the second variant comprises {C4,C3} (Fig. 3c).

Each of both FTs can be converted into the corresponding BDD represen-
tation as shown by Fig.4a and b. In this notation solid lines correspond to the
binary value 1 and dotted lines to the value 0—this value is omitted in most
branches for simplicity. Constructing the BDDs representation of a FT is well
known but will be shortly recapitulated at the beginning of Sect. 4.

&

0 1 0 1

(a) BDD, (b) BDD,

Fig. 4. BDD-based representations of FT; and FT»

3.2 Modular Systems with Variants

This section describes another approach to model variant-rich FTs based on
features and modules. Figure 5 depicts a feature model of a system consisting of
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System
Processor Bus Memory
PA: PB: B: MA: MB:
2outof2" .2outof3" »lBus ,»1 memory*“ .2 redundant memories*

Fig. 5. Feature model

three modules: Processor (P), Bus (B), and Memory (M). There are two different
variants of the processor module: P4 and Ppg, and there are two variants of the
memory module: M4 and Mpg. In addition, the following constraint is used to
restrict the configuration space:“if Pp is selected, then Mp must be selected”.
Next, for each available variation of the system’s components a Sub Fault Tree
(SFT) can be stated as illustrated by Fig. 6b to d.

9@@ @@

(a) FTSystem SFTPA (C) SFTPB SFT]\/IB

Fig. 6. Fault trees of the system, and of the modules’ variations Pa, Pg, and Mp

Note that there is no variation of the bus module since it is considered manda-
tory in each configuration. The model of M4, furthermore, is trivial because it
only consists of one memory. The overall failure behavior of the system is shown
in Fig. 6a, obviously the system will fail as soon as one of its modules will fail.
The fault propagation within the modules themselves is reflected by the BDDs
shown in Fig. 7a to c.

4 MDD-Based Representation of Variant-Rich FTs

The starting point to construct a BDD representation of a single FT is the TLE.
Given that, a depth-first-search is carried out. By doing so, all gates and events
are encoded by BDD nodes. Finally, each component of the FT is represented
by variables (also: levels) of the BDD.
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(a) BDDPA (b) BDDPB (C) BDD]WB

Fig. 7. BDD representations reflecting the fault propagation within the available vari-
ants of the modules

(LO) (2,00 (1,1)2,1)

(Ma,0)(Mp,0) (Mg, 1)(Ma, 1)

/&

(a) 150% MDD of the 150% (b) Fault propagation including all vari-
FT of Figure 3a ations of the system’s modules

0 1 1

Fig. 8. MDD representations of fault trees with variants (Sects. 3.1 and 3.2)
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However, instead of BDDs it is also possible to use MDDs for analyzing
FTs. For example, in order to compactly represent Dynamic Fault Tree (DFTs)
both BDDs [22] and MDDs [23] might be deployed. Furthermore, in [24] an
MDD-based analysis of FTs whose components have three states is described.
This approach is extended to any number of states in [25]. This idea can also be
carried over to systems that might be distinguished by several phases or different
fault conditions [20,26].

Following these ideas we introduce MDDs to incorporate information on both:
the components behavior (i.e., operating or failure) and the corresponding vari-
ants. For example in Fig. 8 the BDD representations of Fig. 4a and b are merged
into a single MDD. How this works is explained in more detail in Sect.5.2.
Branches with just 0 or 1 or without label means that just binary values are
used. Now, the MDD’s branches are annotated with tuples (7,{0,1}) where i
denotes the according variant.

Given modular systems with variants (see Sect. 3.2), the overall failure of the
system, including all variations of the modules, can be represented as an MDD
by joining the corresponding BDDs (see Fig.8b). Here, the branches’ annota-
tions (v, {0, 1}) represent the variation v of the module and whether or not the
according component has failed. Note, that this structure also reflects the trivial
behavior of the variants M4 and B.

5 MDD-Based Representation of Minimal Cut Sets

The MDD representation of a F'T with variants is the basis to construct an MDD
encoding the MCSs. The formal presentation of the MCS are introduced for the
derivation of algorithms. This approach is an extension of the identification of
significant MCSs, which can be directly analyzed from a FT [27,28]. A significant
MCS can be defined so that the probability of a failure does not fall below a
specified minimum value.

5.1 Minimal Cut Sets

First, this section will briefly introduce basic terms and definitions. The BDD
representation of a Boolean function is based on Boole’s expansion theorem (also:
Shannon decomposition):

.F(’Ul7 ~~7Un) = vi~Fvi:1 +5¢.Fyi:0 (3)

Here F,,=; and F,,—o denote the function F' with argument v; set to 1 or 0,
respectively. This theorem can be carried over to the multi-valued case:

F:{1,2,...,s}" — {0,1} (4)
Fvi,...,0p) = (v; = 1).Fy,o1+ (v; =2).Fy,a+ ...+ (v; = 8).Fyp,=s  (5)
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The assignment of values to F’s variables can be written as minterm?. In
the Boolean case, the literal v; denotes the assignment v; = 1 and the literal v;
denotes the assignment v; = 0. Considering multi-valued functions, the literal v; ;
corresponds to the variable assignment v; = j. Obviously, minterms only contain
one literal of each variable. A conjunction term is a set of literals which are
exclusively connected by logical ‘and’ (also: conjunction). Accordingly minterms
are special conjunction terms. Conjunction terms yielding F' = 1 are called
implicants of the function. Implicants that cannot be further reduced are called
prime terms. According to [29] and based on a given set of literals L (also:
‘literals of interest’), the set of MCSs of a function F' is defined as the set of all
prime terms given that all literals [ ¢ L are removed. Let a static FT and the
corresponding Boolean function F' be given. According to [30] and based on the
decomposition F' = v.F} + v.Fy, the MCSs can be derived as follows:

MCS[F] = MCS; UMCSq (6)
MCSo = MCS[Fy) (7)
MCSl = {”U.’/T‘ﬂ' S MCS[Fl + Fo] \MCSQ} . (8)

5.2 Constructing the MDD Representation of the MCSs

This section introduces our approach to derive an MDD-based representation of
the MCSs from the MDD-based representation of a PLFT.

Consider the example system of Sect. 3.1. By adding information on the vari-
ants at the branches, the corresponding BDD representations of Fig. 4a and b are
transformed into equivalent MDDs, first (see Fig.9a and b). Then the unifica-
tion of those MDDs yields the 150 % MDD in Fig. 9c. However, when going from
the top to the bottom, the variant is already determined by the branches of the
root node (reflecting C7). The construction process of the MDD-representation
of the PLFT ensures that information on the variant is not further restricted
while descending a path in the diagram. This is why information on variants can
be removed on successive branches (see Fig. 9d).

Based on this structure and Shannon’s decomposition, the MDD-
representation of the MCSs can be recursively computed. The decomposition
of C7 yields three subtrees that are labeled by the bold numbers 1, 2, and 3
in Fig.9d. While Fj is represented by the union of the subtrees 1 and 2, F} is
represented by the subtree 3. Furthermore, let us assume that the MCSs repre-
sentations of Fy and F} + Fy have already been generated by recursive descent
(see Fig.10a and b).

Next, according to (7), MCSy is computed by adding the two 0-branches of
(4, reflecting that literal C is not added to MCSp, (see Fig.10c¢). According
to (8), MCS; is computed by adding the two 1-branches of C. By doing so, literal

2 A minterm is a product term in which each variable appears once. Boolean functions
can be expressed as sum of minterms where each minterm corresponds to a row of
the function’s truth table. This final value of the function’s output is 1.
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0 1 0 1 0 1
(a) MDD, (b) MDD, (c) 150% MDD

1,0) @20 (1,H2.1)

(d) optimized 150%
MDD

Fig. 9. First, two BDDs are transformed to MDDs and merged to a 150 % MDD in
(a)—(c). Afterwards the redundant information has been removed from certain branches
in (d).

C is added to the set MCS[F; + Fy] \MCSj (see Fig. 10d). Finally, following (6),
the MCSs of the PLFT is computed by unifying MCS; and MCSy (cf. Fig. 10e).
Note, that the MDDs in Fig. 10 omit the terminal node 0. This reduces both
memory consumption and computational effort.

With the helo of MDD-based MCS representations several scenarios can be
investigated in an efficient manner: for example the identification of the MCSs
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(a) MCSHg, (b) (c) MCSo (d) (e) MCS = MCS; U
MCS# +r, MCS; MCSo

Fig. 10. Constructing the MDD-based representation of MCSs of PLFTs

w.r.t. specific variants; or vice versa, for given MCSs one might be interested in
the affected variants. Such queries are based on intersect operations and MDD-
based structures encoding the query (for example: a specific variant).

In order to determine the MCSs of the first variant (cf. Fig.3b), the inter-
section operation will yield all paths (1,x*) of Fig. 10e which, in turn, represent
the following set of minimal cut sets: {{Cs,Cys},{C1}}.

6 Conclusion and Future Work

The approach described in this article allows to efficiently analyze and compare
the fault propagation of systems marked by variants, such as highly integrated,
variant-rich and safety-relevant automotive functions. The underlying data struc-
ture is given by MDDs which are not only used to encode the fault propagation
of all of the systems variants but also to represent the corresponding MCSs.

In the near future, we will evaluate the presented approach with real-world
automotive systems. In more detail, we plan to derive an MDD representation
from variant-rich fault trees, followed by the MCS analysis of a proper con-
structed MDD. Moreover, following basic analyze options will be evaluated:

— Searching of MCSs for each valid variant.

— Identification of all affected variants with a given MCS.

— Comparison of the MCSs of evolutions and variants of a safety-critical func-
tion, and analysis which cardinal number is equal or not.
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— Identification of similar or differing safety mechanism in evolutions and vari-
ants of a function.

On this basis, we want to identify metrics to improve our approach, and to
measure the impact of change requests affecting the product line of a given
system. However, we plan to integrate the MDD analysis approach into a model-
based safety and variant management framework (cf. [31,32]). Finally, in order
to keep the approach practicable, we want to investigate the impact of diverse
variable ordering methods (cf. [33-35]) upon the MDD-based representations of
both, the PLFT and the MCSs.

Acknowledgment. Partially funded by the project SPES XT of the German Federal
Ministry of Education and Research (grant no. 01IS12005C).
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Abstract. One of the challenges for the design of integrated real-time
systems deployed on modern multicore architectures is the finding of
system configurations where all applications are guaranteed to complete
their computations prior to their individual deadlines. Traditionally, tim-
ing feasability analysis, i.e., sche-dulability tests, take activation patterns
and worst-case execution times (WCET) of applications as input. In the
setting of mutlicore architectures with shared infrastructure, WCET are
drastically overestimated as the number of accesses to a shared resource
and their service times not only depend on the application itself, the
service times experienced at the shared resource are significantly influ-
enced by its use by applications executing on other cores. There are
several ways to deal with the above phenomenon and give guarantees
for the timing behaviour of a real-time system deployed on concurrent
hardware. One either devise analysis techniques and accept the potential
under-utilization of the hardware or one may employ specific protocols
for coordinating the resource sharing. In this paper, we do both: (a) we
combine time triggered, core-local scheduling of real-time applications
with a dynamic budgeting scheme for controlling the access to the main
memory bus. (b) We show how the obtained access budgets can be used
at design time to ensure timing correctness at design-time. The scheme
is implemented in a microkernel based operating system and we present
experiments to investigate its performance.

1 Introduction

1.1 Motivation

Modern multicore processors work for the parallel execution of applications.
This features integration of previously isolated systems on a single platform and
thereby promises significant cost reductions. For example, a high-end car might
have more than 100 Electronic Control Units (ECU), each contributing to a
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dedicated function e.g., breaking system. With multicore technology, different
functions could be integrated into a single processor-architecture and thereby
significantly reducing the number of ECUs. As this lowers the costs of hardware,
packaging, maintenance, as well as weight and fuel consumption in the context
of transportation systems, multicore technology is highly attractive to industry.
For putting this vision into practice, it is required that the cost/benefit ratio of
the built systems outperforms the existing single-core solutions.

In electronics, costs can be significantly reduced, if existing software arte-
facts can be re-used (legacy code) and non-customized hardware, i.e.,so called
commercial-off-the-shelf (COTS) technology, can be exploited.

COTS multicores are characterized by a high degree of sharing of the com-
mon infrastructure among the different cores. This includes the sharing of parts
of the memory hierarchy, e.g., main memory and communication links. As the
accesses to these resources are serialized, an individual resource access may only
be served after a significant time of waiting. As the waiting time adds to the
execution time of an application, resource sharing significantly influences the
timing behaviour of applications. Tightly bounding the individual waiting times
and thereby guaranteeing timing correctness of applications is, however, difficult
to achieve. Not only is the number of competing access requests stemming from
the co-runners' unknown at design time. In addition, the arrival times of access
requests cannot be predicted with a great precision.

For illustrating the timing effect stemming from the sharing of the main mem-
ory bus we run an experiment on a Intel Xeon X5650 2.67 GHz 6-core CPU. On
one core we run a single real-time application and on 4 cores we run applica-
tions which we consider as best-effort applications, where we use applications
from the industrial EEMBC benchmark suite [3]. The measured run-time data
is shown in Table 1 which can be explained as follows: at first we run all appli-
cations by themselves and measure their execution time. Then we measure the
execution time of all benchmarks running on one core, and all other benchmarks
co-running on another core. We then measure the cache miss rate which is an
indicator for the number of memory accesses of the respective application. The
rates are normed to the lowest bus access rate which is produced by application
canrdr. Thereafter we measured the slowdown for all pairings. The worst case
occurs for the pairing pnirch and bitmnp: the slowdown was measured to be
47.6 % here. Many of the benchmarks are represented in the worst co-runner
column. Thus, not only the bus access rate determines the delays, they are also
affected by the concrete address space in the main memory the application are
mapped to. This is because, accesses to different memory banks are emitted to
different bus lines and therefore are executed almost in parallel.

There are several ways to deal with the above phenomenon and give
guarantees for the timing behaviour of a real-time system deployed on COTS
multicore. One either devise conservative analysis techniques and accept the
potential under-utilization of the hardware or one may employ specific protocols

1 With co-runners we refer to the applications which are located at other cores and
executing in parallel to the application under consideration.
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Table 1. Normalized memory bus access numbers. Worst case slowdown is in percent
of execution time when applications run alone. Worst case co-runner is the application
running on the other 3 cores when the worst slowdown was measured

Normed Number Extension of Best-effort
Application of Bus Execution c
. o-runner
Accesses Time
a2time 1.408 32.3% aifftr
aifftr 1.767 20.9% bitmnp
aifirf 1.123 23.1% canrdr
aiifft 1.405 25.6% ttsprk
basefp 1.202 30.7% aifirf
bitmnp 1.454 36.5% aifirf
cacheb 1.179 17.0% matrix
canrdr 1 25.5% rspeed
idctrn 1.422 27.2% cacheb
iirflt 1.488 22.7% aiifft
matrix 1.981 30.9% a2time
pntrch 2.306 47.6% bitmnp
puwmod 1.62 28.6% idctrn
rspeed 1.387 25.1% idctrn
tblook 1.46 26.7% idctrn
ttsprk 1.384 35.5% bitmnp

for coordinating the resource sharing. In the latter case, the proposed schemes
need to enforce assumptions made at design time and thereby guarantee the tim-
ing correctness of the system. However, resource arbitration needs to be done
adaptively to improve response times of applications and avoid any drastic under-
utilization of hardware.

1.2 Own Contribution

Most of the traffic experienced in a Network-on-Chip (NoC) is directed to the
main memory controller. The resulting contention about the use of the NoC
can be handled in several ways. Approaches range from sophisticated analysis
techniques [10], through augmented feasibility tests [1] up to the use of dedicated
protocols for organizing the use of the NoC [6]. In this paper, we apply a more
comprehensive strategy:

1. we introduce a dynamic budgeting scheme for coordinating access to a shared
resource, e.g., the NoC and

2. we show how the scheme can be used for deciding timing correctness of a
given system layout at design time.

In contrast to existing techniques, the paper specifically intends to improvement
the response time of best-effort applications which use the NoC in parallel to
the real-time applications. As the later are treated as first class citizens of a
system, best effort applications commonly have to accept significant performance
degradation. This is not acceptable, specifically when it comes to user-centric
services.
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1.3 Organization

Section 2 presents the relevant scientific work. Section 3 introduces the assumed
system model and Sect. 4 presents the budgeting scheme for throttling memory
accesses in the presence of time-triggered scheduling of core-local workloads. The
implementation and empirical evaluation is presented in Sects. 5 and 6 concludes
the paper.

2 Related Work

Time-triggered scheduling as advocated by Koepitz is the predominant scheme in
industry for coordinating the execution of real-time applications on a processor.
For conciseness, we do not give a survey on timed triggered scheduling, e.g., see
[5] as a prominent example.

Resource servers are a well known technique for organizing access to a shared
resource in a budgeted and thereby time-safe manner. The basic functionality is
as follows: an access to the shared resource decreases the budget. The budget is
replenished at fixed points in time, commonly periodically. Whenever the budget
is depleted, the server is not eligible to access the memory, i.e.,the execution
of applications is suspended. This way, the interference time of applications
is limited to the size of the budget and real-time guarantees can be derived
accordingly. In the past, several variants of this basic scheme have been proposed,
an overview on resource servers can be found in the textbook [2].

For controlling the access to the NoC and in particular to the main memory
bus, has already been proposed in the literature.

[12] guarantees memory bus bandwidth for one hard real-time core. The
applications which are running on the other cores are considered to be best-effort
applications and their accesses to the memory bus are throttled. The budgets
of these so called soft cores are replenished periodically, and is measured by
cache misses in the last level cache (LLC). The number of cache misses is either
measured every lms or every context switch, whichever comes first. Once the
budget of cache misses at a core is depleted, all ready applications on that core
are moved away from the ready-queue, until the next replenishment point.

[13] presents a budgeting scheme which utilizes a predicted budget for each
period. The difference between predicted budget and the actually consumed one
is handed over to a global budget. From this global budget, best-effort appli-
cations may reclaim additional memory accesses, namely if their own budget is
prematurely depleted.

The above works are based on static analysis for determining the budgets
of applications. The worst case path w.r.t. memory accesses of applications may
be traversed rarely in practice. As a consequence, the budgets assigned to the
best-effort applications, respectively the cores they are mapped to, are unneces-
sarily low. This, together with the lack of balancing accesses between real-time
and best-effort applications, yields large response times for the best-effort appli-
cations. E.g., budget shifting among best-effort applications as proposed in [13]
lowers the average response time of a specific best-effort application. But, it does
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not solve performance degradation of all best-effort applications as the overall
budget of the best-effort budget is constant and may be arbitrarily pessimistic.

In this work we exploit the adaptive budgeting scheme of [4] for overcoming
these shortcomings, and propose its combination with a time-triggered applica-
tion scheduling at core-level.

3 Abstract System Model

3.1 Basic Definitions

We consider a typical multicore architecture and abstractly characterize its work-
load as follows:

Hard Real-Time Cores. There are M CPU-cores, G of which are exclusively
executing hard real-time applications. These cores are denoted as hard real-time
cores.

Soft Real-Time Cores. There are M — G soft real-time cores which exclusively
execute best-effort applications. In the following we denote these best-effort
applications as soft real-time tasks.?

Hard Real-Time Applications. There are N sporadic real-time applications,
denoted as hard real-time tasks and deﬁned by the set {71,72,...,7n}. Tk is
a quadruple (C}™, Py, Dy, Mem{", Memzfj), where

— O™ is the worst-case execution time (WCET) for the task, assuming that no
cache miss, i.e., no memory access, occurred.

— Py is the minimum inter-arrival time or period of the task.

— Dy, < Py is the task’s relative deadline.

— Mem?" is the maximum number of memory accesses issued by any execution
of the task.

- M emzf 7 is the maximum number of memory accesses issued by all co-runners
during the execution of 7.

Static Task to Core Mapping. Each task 73 is mapped to a specific core out of
the G hard real-time cores.

Time-Triggered Scheduling of Applications at Core-Level. The execution of tasks
at the hard real-time cores follows a periodically repeating time-triggered sched-
ule which we describe below, Sect. 4.1.

Scheduling at Soft Real-Time Cores. For the scheduling of the best-effort appli-
cations on the soft real-time cores, we do not make any assumption.

2 The partitioning into hard and soft real-time cores simplifies the signalling overhead
and simplifies the description of the scheme. If necessary, it could be dropped, but
this would require maintenance of a budget also on the side of hard real-time cores.
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3.2 Worst Case Execution Time When Sharing the Main
Memory Bus

Hard and soft cores share the main memory, where the memory controller decides
on the service order of incoming memory access requests. The worst case execu-
tion time (WCET) of a hard real-time task 75, can be bounded as follows:

WCET () < CP™ + (Mem™ + Mem') x TMEM™™"

where TMEM™" refers to the maximum access time for serving an iso-
lated memory access provided that the item is not cached at its bank. Note,
TMEM™™" needs to include also the time for looking up entries along the cache
hierarchy. For data-centric tasks, i.e., for tasks which excessively access the main
memory, Mem{" << M emzf 7 hold and the above bounding of the WCET
appears to be not too pessimistic.

In case of computation-centric tasks, i.e.,tasks with sparse main mem-
ory access patterns the above bound may become extremely pessimistic as
TMEM™" is a very coarse over-estimation for a single cache access. In the
following we assume that the WCET of any task is set to the above bound.

3.3 Worst Case Response Time When Sharing the Main Memory

The worst case response time (WCRT) Ry is the time between activation and
completion of a task. It bounds the lifetime of all possible task invocations and
can be computed from the following recurrence relation:

WCRT(13,))

WCRT (1) = > [ 7

TR EPreempt(1y,)

1 x WCET(r,)

where Preempt(ry,) refers to the set of tasks which may potentially preempt task
7 which depends on the assumed scheduling scheme.
A system is denoted feasible if V7, : WCRT (73,) < Dy, holds.

4 Adaptively Budgeting Memory Accesses Under
Time-Triggered Execution of Real-Time Tasks

4.1 Time-Triggered Execution of Tasks

Scheduling of hard real-time tasks is organized according to a standard time-
triggered scheme, e.g., as defined in [5].

A time-triggered schedule at core ¢ is a sequence of K; time slots s; j, where

sfj refers to the time length of each slot.

Let S; be the sequence of slots of core ¢, each time-triggered core-local sched-
ule is repeatedly executed with period IT; = > sfj. The hyperperiod of
VS;,J' €S;

the time-triggered schedules executing on the hard real-time cores of G is the
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least common multiple of all periods (/T = lem(IIy,...IIg). In the following,
we denote the hyperperiod of all hard real-time core schedules as system cycle
time and the time ¢ € [¢II, (¢ + 1)II] for any ¢ € Ny the j’th cycle v; with
j =1+ 1, i.e., we start indexing at one.

Let £2; be now the sequence of slots extended to the complete system cycle ;.
This allows one to re-enumerate the slots executing on a core w.r.t. the system
cycle, instead doing so for each core-local cycle. Let {2 be now the set of all
extended sequences, 2 = {(2;|i € G}. The re-enumeration of slots yields that
s;,; refers from now on to a unique slot appearing on f2.

Let 7(s;,;) be the tasks which are statically mapped to slot s; ; for execution.
If a task is mapped to different slots or in case a task need to be partitioned over
several slot to meet its timing requirements, we assume allocation of a sufficient
number of new tasks, each added to the task set of the system. In this setting,
we consider the overall system feasible if the following two condition hold

VSZ"]' €
(4) V7 € T(sij) sfj <D, (1)
(B) Yreer(si ) WOET (1) < 87
Condition (A) states that each task of a slot must not be completed before the
end of the slot. This is usefull as it follows to freely shift memory bus accesses
among the tasks mapped to the same slot.

Condition (B) requires that the slot is large enough to accommodate all task
executions under the worst case assumption, which is the maximum number of
assumed interference from the task’s off-core co-runners and the maximum num-
ber of preemptions suffering from the local co-runners. The off-core co-runners
are the hard real-time task which execute in parallel on other cores, the local
co-runners are the tasks which are assigned to the same slot (7(s; ;) \ 7x).

For the execution order of hard real-time tasks within a slot, we do not make
any assumption, solely that the scheduling scheme produces a feasible schedule
such that condition (A) and (B) of Eq. (1) hold.

4.2 Feasibility Checks with Budgets

For each slot s; ; we define a local and an external budget

Bis®t = %> Mem"and B{$' = Y Memsz 2)

VT1RET(S4,5) V1R ET(Si,5)

with the following meaning: the local budget le-f’jc“l is an upper bound on the
memory bus accesses of all tasks executing in slot s; ;. The external budget Bff;t
is the upper bound of all memory access requests which we can be tolerate by
the tasks executing in s; ;.

Theorem 1. A system maintains its feasibility if the off-core interference for
all tasks 7(slots; ;) is bounded by Bff;t and the local memory bus accesses of all
tasks of T(slots; ;) is bounded by Bl
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The validity of the above theorem needs to be shown w.r.t. the individual
tasks mapped to slot s; ; and feasibility needs to be maintained, even if a single
task 7 is exposed to the complete interference and would issue even more than
M ,i"c‘” memory bus accesses. What matters is the sum of memory bus accesses,
local and external.

Proof. We re-write Eq. (1).B as follows:
55y > > orver(si ;) WOET (k)
= Y Opm 4+ TMEM™" x (Bf% + Blocel) (3)

\V/TkE’T(Si,j)

The number of local memory bus accesses and external memory interferences is
constant for the slot. Therefore, a shifting of individual accesses cannot increase
the execution times of all tasks together. The delay is bounded for the slot by
TMEM™" x (Bf?t + Bff’jcal) no matter where it is placed. System feasibility
is ensured as all slot-related tasks complete within the slot and all slot-related
tasks meet their deadlines due to the pre-assumed validity of condition (A) of

Eq. (1).

In case a task’s relative deadline is not larger than the slot execution time,
i.e., Condition (A) of Eq. (1) is violated, it is required that

VSLJ' €V, € Sij:
WCRT (1g
3 [ Pm( k))“ (@)
Tz € Preempt(7y)
X (Cpm + TMEM"™ x (Mem3" + BEet)) < Dy,

holds. This way, we guarantee that the budgets of memory bus accesses can be
freely shifted among the tasks mapped to a single slot.

Let CoR(s; ;) be the set of slots which are co-active w.r.t.slot s; ;. CoR(s; ;)
is a sequence of slots of the kind CoR(s; ;) = (s1,.,..8i—1,.-+.Siq1,5-+-5|7[,.)s
3 where sy, . refers to some co-running slot from core k.

Please note, there is a single set of co-active slots per slot s;; only. This
results from the fact that we introduced a global numbering for the slots.

For each core x # i we have at least one slot s, , and at most K, slots. With
respect to core ¢, there are no slots of the kind s; . contained in CoR(s; ;).

From the set CoR(s; ;) we compute a bound on the budget of memory bus
accesses stemming from off-core co-runners of s; ; as follows:

B (si))=  » = B ()
Vsi,o €CoR(s4,5)
with B,l;j;“l as the maximum on memory bus accesses of all tasks of 7(sk ).

Theorem 2. The core-local time-triggered schedules maintain their feasibility
under main memory contention if the following condition holds:

Vs;j € 2: B (s;) < nyggt. (6)
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where Bf?t is the assumed bound on the number of interfering main memory bus

accesses which can be tolerated by the tasks executing in slot s; ; (cf. Eq. (2)).
Proof. This directly arises by replacing Bf%" in Eq. (3) with B (s ;).

The above equation immediately gives one the number of memory bus
accesses which can be tolerated from the cores executing the best-effort applica-
tions in addition to the memory bus accesses from the hard real-time cores.

Vsij € £2: B (s; ;) < BEEt — B (s;5) (7)

such that the system maintains feasibility.

One may note that the above definitions and requirements introduce some
pessimism: the budgets are based on the sum of cache misses. Upon execution,
the assumed worst case might actually not appear or at least not for all tasks
executing while slot s; ; is active. This is even more true, as slots may only overlap
in parts, yielding that only some of their tasks actually execute in parallel. Thus,
the definition of Bf9" in Eq. (5) might be too pessimistic, but it provides a safe
upper bound to be checked against the allowable off-core memory bus accesses.

4.3 Enforcing Budgets at Run-Time

Main Idea. While executing a slot s; ;, we need to guard that all the cores
running best-effort applications do not issue more than B//(s; ;) accesses to
the main memory in total. As there is one slot active per hard real-time core, we
need to ensure the bounding not only for one slot, but for all active ones. This
boils down to only distribute the minimum budget of the currently active slots
over the best effort cores.

In case the budget enforcing slot terminates, i.e., the one with the smallest
number of memory bus accesses, we need to decrease the remaining active bud-
gets accordingly. This, one has to do, as a budget must be guarded for its whole
lifetime, not only during the time it is the decisive one, i.e., the one bounding
the number of memory accesses.

Below we detail on the algorithms to implement this basic functionality, as
well as the mechanism to donate budgets in a timely safe manner. For simplicity,
we ignore the distribution of budgets and donations over multiple cores executing
a best-effort workload. For the presented algorithms, the distribution could be
arranged transparently, through a dedicated administering core.

Scheduling of the Hard-Real-Time Workloads. On a hard real-time core
we execute exclusively hard real-time tasks in a time triggered fashion, where
a set of tasks is put together to execute within a slot s; ;. With respect to the
scheduling of tasks within the respective slot, we do not make any assumption,
except that feasibility of the scheme has been shown on beforehand, e.g., by
verifying Eq. (1) A and B.



146 K. Lampka and A. Lackorzynski

Algorithm 1. Budget handling: hard real-time core
1: Input: task set of si;

2: procedure STARTSLOT(7;)

3: setTimer(X, si;))

4: signalActivate(type(si;))

5: resetPMC()

6: Schedule(getTaskSet(s: ), si;)

7 if readTimer(X) > ¢ then

8: if readPMC() > € then

9: signalDonate(type(ss,;), Bff;f — PMC())
10: end if

11: signalDeactivate(type(s;,;))

12: end if

13: end procedure

Main Idea to Algorithm 1. Before executing the slot-specific tasks, we signal
activation of a budget to the cores executing the best effort workload. In case
the tasks are completed early enough, we signal a deactivation of the budget or
even execute a donation of memory bus accesses.

Implementation Details to Algorithm 1. For putting the requested functionality
in operation the algortihm proceeds as follows: in line 3, we set a timer X to
track the consumed computation time. The timer is set to the maximum value
and gives a signal once it as been decremented to 0. Time tracking is done to
ensure, that explicit invalidation of budgets only occur, if a threshold value ¢ is
exceeded (line 7 and 11). We do not need to signal the ending of a slot in general,
as each slot is of a predefined, fixed length. Hence, budget invalidation on the
side of the best -effort cores upon slot termination is done implicitly, namely,
once a new budget is activated from the same core or the budget exceeded its
lifetime.

For simplification, Algorithm 1 uses typed signals, such that for each slot
s;,; a respective signal type is used. Consequently, when sending the signal for
activating the budget referring to the newly activated slot s; ; (line 4), the best-
effort cores can retrieve the respective budget B¢ff (si,j) from a predefined list
of Budgets.

In line 6 we call the core-local scheduler to execute all tasks associated with
the active slot s; ; during the time window sfj. Upon return from the scheduling
and execution of tasks, Algorithm 1 tests if the residual slot time, i.e., remaining
clock ticks, shown by X justify an explicit cancellation of the budget or a dona-
tion of memory bus access from the hard real-time core under consideration
to the cores executing the best-effort workload. Both activities are guarded
by a threshold value to justify the additional overhead (line 7 and 8). Func-
tion readPMC(LLC — register) reports the number of cache misses which have
occurred since the last reset of the respective register which happens just before
the slot-local task set is executed (line 5). The register for monitoring the mem-
ory fetches is commonly denoted as last-level cache counter (LLC). It belongs
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Algorithm 2. Enforcing budgets for best-effort workloads
1: Requires: timer X, budget B, set of budgets Budget

2: Input: signal e mapping to a slot and action

3: procedure BSCHEDULER(signal e)

4: PREEMPTION = OFF

5: if action(e) € {depleted, expired} then

6: delay(X)

T end if

8: update(Budgets, B.b*// — readPMc(), B.t — T')
9: if action(e) == activate then

10: insert(Budgets, slot(e))

11: else if action(e) == deactivate then

12: remove(Budgets, slot(e)))

13: else if action(e) == donated then

14: C = peek(Budgets, slot(e))

15: updateDonation(Budgets, B.d, C.t)

16: end if

17: while B = peek(Budgets)) # 0 A B.t <0 do
18: remove(Budgets, B)

19: end while
20: if B == 0 then

21: stopTimer(7)
22: else

23: setPMC(B.b%/ )
24: setTimer(B.t)
25: end if

26: PREEMPTION = ON
27: end procedure

to the class of core-local performance monitor counters (PMC). Like timers, a
PMC can be set to a value, decrements upon the associated event, here last-level
cache miss and issues a respective signal once the register hits the 0.

Budget donation takes place in line 9, it is directed towards the cores exe-
cuting the best-effort workload. Budget donation between hard real-time tasks
is pointless, as we assume that their parameters are conservative estimates.

Budget Enforcement for Best-Effort Workloads. With any best-effort
core, we do not execute any hard real-time task. Consequently, execution of
applications can be suspended there without corrupting a system’s feasibility.
The required functionality for guarding the number of memory bus accesses
such that timing correctness of the hard real-time tasks is ensured, is provided
by Algorithm 2.

Main Idea to Algorithm 2. Input signals are typed such that they refer to an
action and a specific budget. A budget is a tuple (b¢/7 ¢, d), where b¢/f refers to
the size of the budget, i.e., allowable cache misses, t refers to its lifetime and d
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is used for making donations from the owner of the budget, which is a slot on a
specific core. At runtime, the minimum budgets from the set of active budgets
bounds the number of allowable cache misses and does so until it has reached
its lifetime, or a smaller budget becomes active. In the following we denote this
budget as decisive budget. Once a decisive budget is replaced, the active budgets
in the queue needed to be updated, i.e.,their lifetimes and budget sizes need
to be decremented by the number of clock ticks and cache misses which have
occurred during the presence of the decisive budget. An active budget might be
the decisive one for several periods.

Details to Algorithm 2. We assume that there is a queue Budgets of active
budgets, with at most one active budget per hard real-time core.

Within the queue, the active budgets are ordered by increasing budget sizes.
The following functions are used to access items of the queue: function replace
and remove, which work as expected. Function update(Budgets, a,b) decreases
all budgets of the queue by value a and decreases their lifetimes by value b.
This is needed once the decisive budget has reached its lifetime or is replaced by
a newly activated budget. Function peek gives the head of the queue, i.e.,the
active budget with the smallest number of cache misses. The functions does not
remove the item from the queue.

The algorithm itself works as follows: upon depletion of the decisive budget
or at the end of its lifetime the core suspend execution for the remaining lifetime,
which in case of the “end of lifetime” situation is 0 (line 5).

In case the decisive budget has reached the end of its life time or a new budget
to be activated has arrived, we update all active budgets w.r.t. the number of
cache misses and the expired time occurred during the current budget has been
made the decisive one.

In case of a premature deactivation, the decisive budget is removed from
the budget queue and the next active budget is fetched. This can either be the
same, but updated budget, a new one, where budgets with invalid lifetime are
discarded, or it is an empty budget (line 17-19).

In case of an empty budget all active budget have been prematurely invali-
dated and the core has a non-restricted allowance to the main memory.

In case a valid budget is fetched from the queue, the LLC-register and the
lifetime clock counter are set accordingly (line 23 and 24).

Budget donation is considered before actually fetching a budget from the
queue. Function updateDonation(Budgets, a,b) adds value a to each budget,
here parameter B.b%f/ and does so for those budgets which have a residual
lifetime below b.

5 Implementation and Evaluation

5.1 Virtual Machine Monitor: Coordinating the Acces
to a Shared Resource

Operating systems (OS) provide services to run applications concurrently on a
system and make hardware devices available to them. Deploying applications
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which need to fulfill very different constraints in a single system requires an OS
that provides real-time and virtualization capabilities. In this paper we added
our budgeting techniques into the L4Re system [8]. This is a 3rd-generation,
open source and capability-based operating system which provides virtualization
features to host other legacy systems, for example, applications that come from
a deeply embedded setup [7,11].

5.2 Hardware Performance Counters

Modern processors have a performance monitor counter (PMC) unit that allows
to count hardware-related events in the CPU core, such as memory bus accesses
and instruction counts. Upon an overflow of an event register, the core can
generate an interrupt.

Using the performance counters it is possible to count the number of memory
bus accesses. If the number of memory bus accesses reaches a certain threshold,
the hypervisor may suspend the execution of soft real-time applications.

5.3 Flexible OS Support for Resource Budgets

A central task of an operating system is to multiplex between different resources.
The most prominent resource is time, however, other resources can be considered
as well, for example, the aforementioned performance counter events.

To enhance our operating system with performance counter support we built
upon the scheduling context (SC) mechanism introduced in [9]. SCs are an oper-
ating system mechanism that are the base for scheduling in the system. An SC
contains scheduling parameters required for the OS to schedule OS threads. Each
OS thread has at least one SC (SC-0), however, it can have multiple SC. This
allows, for example, to give an OS thread an additional small budget with a
higher priority to perform low-latency work. This is especially useful for virtual
machines that handle guest threads internally and are only visible to the hyper-
visor as a single thread: a virtual CPU (vCPU). SCs can be arbitrarily selected
by the guest, as long as budget is available in the selected SC. When an SC
runs out of budget, the host system will select SC-0 of the thread. If SC-0 is
also out of budget, the thread is suspended and scheduling is performed. The
host system also requires that SCs are created and configured with scheduling
parameters. Especially configuration is supervised by separate policy compo-
nents that restrict client’s settings. This prevents that a client, such as virtual
machines, can monopolize the CPU.

For this work, we extended the SC mechanism to also consider performance
counters. Besides a time budget, a SC also has a budget of performance counter
events. Whenever this budget is used up, the SC is dropped and the thread-
/vCPU continues running on its SC-0. If SC-0 is out of budget, the thread is
suspended. This allows us to give individual OS threads separate budgets for
accessing the main memory bus.
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5.4 Using Performance Counters

Initially, we were using an Intel Core-i7-4770 CPU to perform experiments, how-
ever, it turned out that this type of CPU is not suitable for memory bus access
accounting. Using the last-level-cache miss performance counter and reading the
counter while using the full memory bus bandwidth delivered usable counter val-
ues. But when inserting delays, with the goal to not fully use up all memory bus
bandwidth, the respective last-level-cache-miss counter shows significantly less
events although the same amount of memory is accessed. This is likely because
of the hardware memory prefetcher where memory accesses are not counted, as
they are no cache misses. Disabling the prefetcher via the Model Specific Regis-
ter (MSR) IA32_MISC_ENABLE yields a general protection fault. Using non-cached
memory is no choice either because these accesses do not cause cache-relevant
events, such as misses. Other counters available either showed the same behavior
(significantly different values for with and without delay loops), or did not count
at all.

For that reason we switched architectures to a TI OMAPS5 platform. The
OMAP5432-EVM has two ARM Cortex-A15 cores, clocked at 800 MHz. The
A15’s performance counter offers a BUS_ACCESS counter which is a perfect fit for
our needs.

5.5 Memory Bus Usage

First, we confirm our assumption that the memory bus bandwidth impairs per-
formance in applications when running in parallel on multiple cores. For that,
we’re using a self-made memory-intensive benchmark that we execute on one core
alone and twice on each core. We based our evaluation on an arbitrarily crafted
piece of memory-intensive code for the following: today’s real-time applications,
e.g.,as collected in the EEMBC [3] benchmark suite, have considerably small
memory footprints which allows one to completely load them into the core-local
cache and thereby nullifying most of the traffic to the main memory.

The results produced by our synthetic data-intensive application are pre-
sented in Table2. They indicate that our benchmark does a good job using
up the available memory bandwidth on the used platform. With a non-greedy
memory-access pattern, i.e. a delay loop between the memory accesses, the par-
allel run shows that the memory bus is not fully used for a single benchmark
run but still the two cores influence each other.

Considering real-time tasks, this means that a real-time task running alone
on a core is influenced in its execution behavior by other tasks running on other
cores.

5.6 Limiting Memory Access

To restrict best-effort tasks in their memory bus use, we use our newly developed
budgeting mechanism. We continue to use the benchmark used in the previous
section. An undisturbed run of the greedy benchmark runs for 8.7s as shown
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Table 2. Results for an artificial data-centric benchmark running on one and on two
cores.

(A) Greedy memory use  (B) RT Non-Greedy use

Core Usage| CPUO CPU1 CPUO CPU1
1 8762ms - 14678ms -
2 15228ms| 15551ms 18583ms| 12855ms

in Table 2-A. Let us now assume the real-time task represented by the benchmark
shall have a randomly chosen WCET of 10s. As seen in Table 2 a task running
on a different core can influence the benchmark to run for more than 10s. Our
goal is now to restrict the best-effort task in its execution so that the real-time
task has sufficient memory bus bandwidth available to finish within its WCET
budget of 10s.

Experimentation shows that we need to configure the best-effort task with
a budget of 27300 performance counter ticks per 10ms period to allow the real-
time task to always finish within its WCET (a largest measured run-time is
9.993s in this configuration). In this case the best-effort task runs for 45.4s
which is significantly longer than when running standalone (8.7s). When we lift
the budget of the best-effort task after the real-time task has finished its work,
the runtime of the best-effort task reduces to 17.1s.

The same principle can be applied for the non-greedy run (Table 2-B) where
the real-time task adds delays in the memory bus access, unlike the best-effort
task. Assuming a WCET of 16s for the real-time task, we need set the allowed
budget for the best-effort task to 33000 ticks per 10ms. The budget is higher
as in the greedy run as the real-time task uses the memory bus less. With
this configuration, the best-effort task runs for 43.6s, and with lifting the best-
effort tasks budget after the real-time task has finished, for 21.8s. Concluding,
the experiments show that our budgeting approach using performance counter
events is effective and allows to limit the execution of disturbing tasks.

6 Conclusions

Parallel execution of real-time workloads on non-customized multicore platforms
is hampered by mutual interferences of applications which result from the shar-
ing of general resources like communication buses and memory. The sharing of
resources can inject unexpected delays into the worst-case response time of appli-
cations and thereby corrupt the timing correctness of a system. The challenge
inherent to such integrated systems is to build them in a way that compute-
capacity is not wasted, strict and non-strict timing constraints are met. This
paper combines a time-triggered execution policy for processing real-time work-
loads with dynamic budgeting of resource accesses. With this, we aim at ruling
out unexpected execution delays occurring with the joint access of parallel appli-
cations to the shared main memory. Contrary to existing work, the presented
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scheme not only takes advantage of the core-local execution policy. We also pro-
pose mechanisms which make the scheme more reactive and thereby help to
increase the performance of best-effort applications running in parallel to the
hard real-time applications. In addition to the formalized side conditions and
algorithms for guaranteeing timing correctness, we also presented an implemen-
tation of the scheme which we integrated as a new scheduling capability into a
contemporary micro-kernel.
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Abstract. TCP is the dominating transmission protocol in the Internet since
decades. It proved its flexibility to adapt to unknown and changing network
conditions. A distinguished TCP feature is the comparably fair resource sharing.
Unfortunately, this abstract fairness is frequently misinterpreted as convergence
towards equal sharing rates. In this paper we show in theory as well as in
experiment that TCP rate convergence does not exist. Instead, the individual
TCP flow rate is persistently fluctuating over a range close to one order of
magnitude. The fluctuations are not short term but correlated over long intervals,
such that the carried data volume converges rather slowly. The weak conver-
gence does not negate fairness in general. Nevertheless, a particular transmission
operation could deviate considerably.

Keywords: TCP - Congestion - Resource sharing - Fairness - Convergence

1 Introduction

The Transmission Control Protocol (TCP) is used for reliable data transmission over
packet switched networks. The TCP transmitter splits the data into segments, encap-
sulates them into IP packets, and sends them to the receiver. The receiver reassembles
the data from the incoming segments. Lost packets are detected by means of sequence
numbers. The receiver signals back to the transmitter the successful reception of data
by acknowledgement packets (ACK). Duplicate and selective acknowledgements
(SACK) are used to signal packet loss. The transmitter in turn retransmits the previ-
ously lost packets. Packet transmission and the acknowledgement back take some time,
in particular for forwarding, propagation, queuing, and processing in both directions,
which is altogether called the Round Trip Time (RTT).

TCP restricts its own transmission rate for congestion control. This is done by a
congestion window (cwnd) that at any time limits the amount of data that has been sent
out, but that has not been acknowledged yet (the so called data in flight). This way the
transmission rate is limited to cwnd divided by RTT (i.e. packets/s). Since the trans-
mitter typically does not know the available transmission capacity along the path, it
continuously probes for more bandwidth by gradually increasing the cwnd. In contrast,
as soon as packet loss is signaling congestion, the cwnd is shrunk, typically by half.
The succession of slow increases and abrupt decreases (sawtooth oscillation) eventually
stabilizes the transmission rate at the limit of the available transmission capacity [1].

© Springer International Publishing Switzerland 2016
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DOI: 10.1007/978-3-319-31559-1_13
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If several TCP flows share the same limited transmission resource, then each of
them tries to get more of the shared resource at the cost of the others. Under the
assumption of similar conditions, it is natural to expect convergence of flow rates,
eventually leading to equal sharing. A first proof of rate convergence was given in [2].
The convergence speed was analyzed in [3], yielding a 98% convergence towards fair
sharing rate within seven sawtooth cycles. The convergence time into an g-environment
of the fair sharing rate was frequently used for characterization of different TCP flavors
[4, 10].

Unfortunately, and in opposite to what the mentioned papers suggest, something
like a monotonic TCP rate convergence towards the fair sharing rate does not exist. In
this paper we show that the rate of a TCP flow walks randomly around its fair sharing
rate. It deviates down to 1/3 and up to the 3 fold of that rate, altogether within a 1:10
span of possible flow rates. The rate variations are not short term, so that no significant
averaging can be observed up to the minutes range, and it takes hours to get stable
average values. Why the theories on TCP rate convergence missed that effect? The
problem is typically linked to a premature average assumption in the course of mod-
elling the bandwidth sharing process, which finally proves only convergence of an
expectation value of the flow rate. However, the expectation value tells little about the
actual rate, its distribution, and its realization over time. What remains undisputed with
this paper is the equal cumulative rate sharing over infinite time, in contrast to other
potential assumptions like e.g. “winner takes all”.

The paper is structured as follows: After the introduction we elaborate in Sect. 2 the
theoretical TCP flow rate distribution at random packet loss. In Sect. 3 we reproduce
the distribution in an experiment with real network equipment. Then we show that
bandwidth sharing creates quite similar distributions like at purely random loss. Fur-
thermore we investigate the temporal aspects and show that rate deviations are not short
term, but much larger than the round trip time. In Sect. 4 we illustrate the consequences
of the weak convergence for streaming applications and for the flow completion times
of typical short lived flows. We further discuss the implications for Active Queue
Management (AQM) and the related experimental work. Section 5 summarizes the
findings.

2 TCP Bandwidth Theory

2.1 Basic TCP Equations

TCP operation in congestion avoidance mode as explained in the introduction follows a
number of well-known formulas that we recall here for reference:

With the maximum segment size MSS (roughly the packet size) in bits and the
round trip time RTT, the bit rate b of a congestion window cwnd limited TCP flow is

_ MSS - cwnd
- RIT

b (1)
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For TCP Reno [17] the gradual additive increase of cwnd during congestion
avoidance per RTT is

cwnd — cwnd + 1 (2)

In reality it is cwnd <— cwnd + 1/cwnd per received acknowledgement. (Here, the
arrow sign <— represents an assignment operation.) Since cwnd segments are in flight,
cwnd acknowledgements return during one RTT, which yields Eq. 2. We will see later
that the real increase is slower due to the delayed acknowledgments. Other TCP flavors
like Cubic have variable and partially larger growth rates.

The abrupt multiplicative cwnd reduction due to loss detected follows

cwnd
cwnd «—

(3)

Here also variations are possible, e.g. Cubic does a smaller reduction according to
cwnd < 0.7-cwnd.

The steady state performance of a TCP flow at certain packet loss probability Py,
has been multiply derived [5-7]. Taking into account the delayed acknowledgment
ratio a = 2 (cf. Sect. 2.3) we get for the expected cwnd:

E[ewnd] = \/g\/% (4)

Together with Eq. 1 the expected flow bit rate b is

== 3 e ¥

Equation 5 can be reverted: Bandwidth sharing with certain flow bit rate » must
result in a corresponding packet loss ratio Pj,g.

The behavior of TCP Cubic is slightly different. We recall here the formula from
the original Cubic paper [10]:

RTT)3

loss

Elewndeupic) = 1.17 - < (6)

where RTT is given in seconds.

2.2 Origin of Packet Loss

Packets are almost exclusively lost due to buffer overflow in intermediate nodes. Other
sources of packet loss like bit errors or link degradation are out of scope of TCP for
different reasons: Wireline links operate at bit error rates below 107'% thus causing
CRC errors on packet level by orders of magnitude below typical TCP loss rates.
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Wireless links use link layer handshake protocols for packet delivery to hide the drastic
loss rates from higher layers. TCP sees only throughput and delay degradations that in
turn might induce buffer overflow and retransmission time outs, but no packet drops.

Buffer overflow occurs due to deterministic queue filling by TCP sources, due to
stochastic reasons (typically modelled by M/D/1 queues or some kind of burstiness),
or, in practice, due to a combination of both. In the simplest case, one TCP flow
crossing one bottleneck link, the process is fully deterministic: If the link is already
loaded at 100%, any further cwnd increase grows the queue before the link until it
overflows the available buffer space. Finally, at overflow, one packet is dropped, TCP
reduces its cwnd by half, and the queue size goes down, accordingly. It looks like the
cwnd is oscillating between a maximum and half that value. Simple TCP theories are
built on that assumption. Nevertheless, it is not the cwnd maximum, but the queue size
that triggers the loss. It is just that both go synchronized in the single flow case.

If two (or more) TCP flows cross the same bottleneck, the initial picture looks
similar: The cumulative increase of cwnd in both sources grows the queue. But then, at
overflow, one or two packets are dropped. It is not assured that both flows catch a loss.
First of all it could be only one drop. Second, if two packets are dropped, they could
belong to one and the same flow, leaving the other one untouched. For the queue it
does not matter. It is sufficient that one source reduces its cwnd to get away from the
buffer limit. In either way, it is not the rule that both flows reduce their cwnd at the
same time. The two flows, even if started synchronous, move apart from each other.
One continues to grow its cwnd, while the other one resumes its cwnd growth at only
half that level. That inequality is going to be resolved at next drop cycle, right?
Unfortunately not. The cwnd size does not matter for the drop; only the queue matters,
which is identical for both flows. Admittedly, the flow with the larger cwnd sends more
packets than the other flow. This increases its probability to catch a drop, if one occurs.
In the long run this results in the (weak) convergence. But at the moment it is not
unlikely that the flow with the smaller cwnd catches once more the drop, and shrinks its
cwnd further, while the larger flow continues to grow.

A detailed mathematical analysis of the bandwidth sharing process can be found in
[7]. As one of the results, with a tail drop queue, approximately half of the competing
flows are affected by a single buffer overflow event. For this paper it does not really
matter how many packets are dropped at once and why. The only required plausible
insight is that, once drops occur, not all but only a random subset of flows is affected.
This is the main difference to the misleading convergence analysis of [2, 3].

2.3 Flow Rate at Random Packet Loss

In this section we investigate the probability distribution of TCP flow rates at random
drop, irrespective of a particular bandwidth sharing assumption. We presume that every
packet of a TCP flow is dropped at probability P, with no regard of preceding losses,
which results in a Poisson loss process. In context of bandwidth sharing the assumption
of a Poisson loss process per flow is not arbitrary. A proof in [13] (Sect. 7.7.1) indicates
that for an increasing set of concurrent flows the loss process per flow converges towards
independence of losses, no matter what loss distribution holds for the whole aggregate.
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We analyze TCP Reno with Delayed Acknowledgements [14] but without
Appropriate Byte Counting (ABC) [15]. Delayed ACK means the receiver sends less
than one ACK per received segment for efficiency reasons, typically one ACK per two
segments. ABC was intended to compensate the delayed ACK effect on the cwnd
handling. However, in the Linux kernel the ABC feature was switched off by default
since years and recently it has been removed completely [16]. We account for the
uncompensated effect of delayed ACK by the acknowledgement ratio a = 2 (segments
per ACK).

The expected flow bit rate is given by Eq. 5. The probability distribution of the flow
bit rate can be obtained by investigating the evolution of the congestion window cwnd
as a continuous Markov chain. (We stick here to a method from [8].) Figure 1 shows a
fragment of the Markov chain, where the state nodes correspond to the actual cwnd
size, and transition arcs correspond to conditional transition rates between the states.
An arrow from node i to node j, labeled by rate r;;, indicates that, if cwnd is in state i,
this state is left towards state j at rate r;. The absolute transition rate depends on the
probability p; to find cwnd in state i. Thus, the absolute rate from i to j is p; - rj;. If we
assume for a moment that in a given state the sum of arriving rates is larger than the
sum of departing rates, obviously its probability would go up. Since probabilities are
static by definition, we need to find the equilibrium, where for all nodes the sum of
arriving rates equals the sum of departing rates. The equilibrium can be calculated as
follows:

2cwnd +1
o T RIT

Fig. 1. Fragment of the congestion window state diagram

For the upper part of Fig. 1 holds: The cwnd is incremented by an amount of 1/
cwnd for every arriving ACK. Since cwnd packets are in flight, after one RTT the total
cwnd increment should be one per RTT. Due to the uncompensated delayed ACKs,
however, only 1/a (i.e. half) of the 1/cwnd increments are executed. Hence, the rate of
cwnd increments is 1/a per one RTT; the transition rate from cwnd to cwnd+1 is:

1
a-RTT

(7)

Tewnd—cwnd +1 =

For the lower part of Fig. 1 holds: The actual packet rate is 7,,=cwnd / RTT.
Packets are lost at probability P,,.. Correspondingly the packet loss rate (lost packets
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per second) iS 71o55 = Piogs - Tpack- Thus the cwnd halving rate (transition rate from state
cwnd to state cwnd/2) is:

cwnd

cwnd%%’ = PlDSS
In fact, this reflects that, even though the drop probability P, is equal for all flows,
the hit rate of a particular flow depends on the amount of packets sent, so that larger
flows are more likely affected than smaller ones.
The equilibrium equation of state i, where incoming and outgoing rates are equal, is

(I/Cl)pi—l + Zl.Ploss s P2i + (Zi + I)Ploss ‘P41 = (Ploxsi + l/a)pi (9)

The state probabilities p; of cwnd to be in state i € [1, cwnd,x] form a set of linear
equations. In matrix notation the corresponding state probability vector P, =
(p1,p2, -+ pcwndmax)T fulfills following equilibrium equation:

Pcwnd =A- Pcwnd (10)

The extreme cases need special care: TCP limits cwnd to at least 2 since otherwise
the loss detection by duplicate ACKs would not work anymore. As consequence, state
2 can be left only by increment, but not by cwnd halving. Furthermore state 2 can be
reached not only from states 4 and 5 by halving, but additionally from state 3. At the
other end, the maximum cwnd can be left only by halving, but not by increment.

With the shortcut P=a-P,, the transition matrix A (with e.g. cwnd,,,,=9) looks as
follows:

0 0 0 0 0 0 0 0 0 7
3P 4P 5P
A S S S S
O I—BSP L 0 0 l-&(—)SP I-BSP p op
1+4P 1+4P 1+4P
A=1|0 0 0 5 © 0 0 0 0 (11)
o0 0 0 % 0 0 0 o0
0 0 0 0 0 ﬁ 0 0 0
0 0 0 0 0 0 ﬁ 0 0
o o 0 0 0 0 & 0]

Since Eq. 10 is a homogeneous system, we replace for a numeric solution one of
the component equations by the normalizing condition X p; =1. Then, the bit rate
distribution is the cwnd state probability vector, scaled according to the TCP
throughput Eq. 1.

In Fig. 2, the graph labeled “theory” shows the numerically evaluated bit rate
probability density of a TCP flow. A similar result has been published already in [9].

The flow bit rate distribution has a substantial spreading. The 95% interval is
ranging roughly from less than 40% up to more than 200% of the expected rate.
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Fig. 2. Bit rate probability distribution of a TCP flow at random packet loss

1 =

0.9

0.8 I

07 1
0.6 1
I
Q05 ?)
04 /

03 T

01T T

1 10 cwnd 100 1000

Fig. 3. Numerically calculated CDF of the congestion window cwnd; dashed lines are the log
normal CDF of Eq. 12; markers show the cwnd expectation value of Eq. 4

Needless to say, that the equilibrium probability distribution is static. It holds whenever
the process is inspected at any arbitrary point in time, and it does not change or
converge. The spreading statement is quite strong. It holds for a wide range of loss
probabilities. Figure 3 shows numerically calculated cumulative distribution functions
(CDF) of the congestion window. The relative spreading is fairly constant over 5
decades of P,,. For better understanding we complement the graphs with plots of the
log normal distribution



160 W. Lautenschlaeger

cwnd

In
F(cwnd) = @ E[%”d} : (12)

where @ is the cumulative standard normal distribution function, E[cwnd] — the
expectation value of cwnd according to Eq. 4, and ¢ = 0.41 — the constant logarithmic
standard deviation.

Obviously the cwnd and derived thereof the TCP flow bit rate have a stable spread
around the expectation value. The relative spread is nearly invariant of the packet drop
probability; it reaches an order of magnitude; and it does not vanish over time.

3 Experimental Evaluation

In this section we verify, if the theoretically calculated bit rate distribution can be
observed in practice. We present an experiment with just one TCP flow in an
uncongested network, but with artificial random packet drop, thus reproducing the
scenario of the theoretical analysis. Then we compare the results with bandwidth
sharing experiments with 2, 3, and 10 concurrent flows, but without artificial packet
drop. Here we show that the bit rate spreading is comparable with the random drop
case. Finally we investigate how long flow rate deviations persist and how fast devi-
ating flow rates return towards their fair sharing value.

The experiments have been executed on a networking testbed of Linux servers and
Ethernet switches. All connections are 10G Ethernet with all TCP offloading features
disabled. TCP parameters, if not specially mentioned, are the defaults of Linux kernel
3.16. The conditions are chosen such that each flow has a bit rate expectation value of
E[b]=10 Mbit/s. This way we exclude bit rate dependent transmitter or receiver specific
variations from our experiments. Round trip time, if not stated otherwise, was RTT =
100 ms. Duration of each run was 12 h. The total throughput of all bandwidth sharing
experiments was above 99% of the link capacity.

3.1 Random Packet Loss

In this experiment we use a single TCP flow. The transmitted packets are randomly
dropped by a specially adapted iptables rule. The rule draws for every arriving
packet a uniformly distributed random number between 0 and 1. The packet is dropped
if the random number is smaller than the requested drop probability. The 10G Ethernet
network is loaded in average at 10 Mbit/s so that no queuing or congestion impact is to
be expected. We performed the experiments with TCP Reno (the reference) and TCP
Cubic as the current Linux default. To reach the 10Mbit/s target we used a drop
probability according to Eq. 5 for TCP Reno, and for TCP Cubic according to Eq. 6
(i.€. Propo=1.1410"%, Ppic=3.4+10"*).The flow rate distribution is captured by counting
the carried bytes in one second intervals. The count values are then accumulated in the
bins of a histogram. More than 43,000 count values per experiment (12 h) have been
obtained to get a stable estimation of the distribution function.
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Figure 2 of Sect. 2.3 shows besides the theoretical distribution a comparison with
the experimental results. Obviously the TCP Reno experiment reproduces exactly the
theoretically calculated flow rate distribution. Remaining deviations are so small that
they easily can be attributed to the finite duration of the experiment. The experiment
with TCP Cubic shows a small deviation. Nevertheless, the spreading of the distri-
bution is similar to TCP Reno.

3.2 Bandwidth Sharing

In this experiment we used 2, 3, or 10 identical TCP flows that share a common
bottleneck of 20, 30, or 100 Mbit/s, respectively, which results always in the same
target rate of 10Mbit/s per flow. The bottleneck and the corresponding queue are
created by the traffic control subsystem of an intermediate Linux server (the tc gdisc
command). The buffer size for the bottleneck queue was chosen according to the
bandwidth delay product rule (BDP). Figure 4 shows the flow rate distribution of the
bandwidth sharing experiments, again in comparison to the theoretical distribution at
random drop. The bit rate distribution has been measured for one arbitrarily picked
flow out of the 2, 3, or 10 flows by the same histogram method as in Sect. 3.1.

%107 %107
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—4—1 of 10 flows
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Fig. 4. Experimental probability distribution of bandwidth sharing TCP flow rates

The shape and spread of the curves is similar to the theoretical distribution. TCP
Cubic shows a slightly more concentrated distribution around the expected bit rate of
10 Mbit/s. Nevertheless, in all cases the spread of flow rates is so large that deviations
down to half of the expectation value and up to double that value are possible. Even
after 12 h of continuous bandwidth sharing there is no sign of rate convergence.
Table 1 summarizes the experimental flow rate distributions by their mean and the 5%,
50%, and 95% quantiles.
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Table 1. Flow rate statistics

Quantiles, Mean, Mbit/s
Mbit/s
5% | 50% | 95%
Reno | random drop (numeric) 4.7110.019.0 | 10.7
random drop (experiment) (4.9 | 10.0 | 18.7 | 10.7
1 of 2 flows 5.0/10.0 | 15.0 | 10.0
1 of 3 flows 471 9.6/16.0| 99
1 of 10 flows 45] 89]16.6| 95
Cubic | random drop (experiment) | 5.0 | 9.4 20.0 | 10.6
1 of 2 flows 6.5/10.0 | 13.6 | 10.0
1 of 3 flows 63| 9.8/14.610.0
1 of 10 flows 6.1 9.8/16.0(10.3

3.3 Duration of Rate Variations

A frequently raised argument for a technical convergence is that the TCP flow rate
might be highly unsteady or even bursty at time scales of one RTT or below, but that
these variations quickly vanish if looking at the duration of typical TCP flows of few
RTTs. The argument silently assumes that there is no correlation over a distance of
more than a few RTTs. In this section we investigate how fast the average rate over
certain interval duration converges towards the expectation rate.

We repeated all experiments of the previous sections but with different interval
settings, i.e. we counted the carried bytes not only in intervals of 1 s but additionally in
intervals of 4, 16, 30, 60, 120, 300, and 600 s over a total time of 12 h. From the series
of count values we calculated the standard deviation of the flow rate at the particular
interval settings. Figure 5 shows the results. It reproduces the impression of the pre-
vious sections that the flow rate variations slightly grow with the number of flows, but
still stay below the value at purely random loss, and that they are larger in general for
TCP Reno than for TCP Cubic. As expected, the standard deviation shrinks with
increasing interval duration. However, the decline is very slow. It remains negligible up
to 20 — 30 s intervals, and even for 10 min intervals the standard deviation stays in the
range of 10% of the mean (10Mbit/s).

The graphs also justify our experimental approach for verification of the theory. In
fact, the theory of Sect. 2, if applied to bit rate, is correct in a strong sense for intervals
of one round trip, including the queuing delay, i.e. variable 100-200 ms, depending on
the actual queue size. In contrast, the experimental data have been obtained as data
volume carried over constant intervals of one second. In our case the graphs are
comparably flat in the neighborhood of one second, so that the interval mismatch with
the theory can be accepted.

In a further experiment we investigated the impact of the round trip time. Instead of
RTT = 100 ms (the default RTT in this study), we used an RTT of only 10 ms and a
corresponding bandwidth delay product (BDP) sized buffer. The results are shown in
Fig. 6.
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Fig. 6. Impact of the RTT on the convergence

As expected, the convergence slope shifts left, towards smaller intervals. The shift
is much more pronounced for TCP Reno than for Cubic, so that the mutual order
reverts. The shift for Reno is by a factor of 60, which can be weakly associated with the
theoretical sawtooth interval that scales quadratic with the RTT, i.e. a shift of 100 could
be expected. The shift for Cubic is much smaller, by a factor of 15, which is in line with
Cubic’s original intention to make TCP less RTT sensitive. Nevertheless, the reduction
is even larger than what Cubic’s performance Eq. 6 might suggest. We verified that by
measuring the actual packet loss rates and comparing them with the theory. The values
fit well for all experiments, except the 10 ms Cubic case. Here Cubic drops 5 times
more packets than required according to Eq. 6. The reason for this mismatch is a
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fallback heuristic in the Cubic algorithm (a bit misleadingly named tcp_friend-
liness): According to the original Cubic paper [10] it approximates, in addition to its
own cwnd, the corresponding TCP Reno window and takes the larger of the two
windows.

Table 2. RTT dependence of convergence

RTT Pioss Sawtooth 50% convergence Ratio
Theory | Experiment | interval interval
reno 10 ms 3.8e-3 3.3e-3 0.37 s 4s 11
100 ms | 3.8e-5 4.0e-5 295 s 220 s 7.5
cubic 10 ms 6.2e-4 2.8e-3 042 s 9.5s 22
100 ms 2.9e-4 2.5e-4 4.7 s 130 s 27

The experimental results are summarized in Table 2. The sawtooth interval is
calculated from the experimental loss ratio. The 50% convergence interval is the
duration where the carried data volume fluctuates just half as much as at the smallest
intervals. The last column is the ratio between convergence interval and sawtooth
interval.

4 Consequences

The bit rate of a bandwidth sharing TCP flow does not converge at all. Instead it walks
randomly around its fair sharing expectation value. Deviations are not small; they go
down to less than half of the fair sharing rate, and up to more than double that value.
Deviations are not short term; they last thousands of round trip times; in our experi-
ments many minutes. And the deviations do not attenuate over time; their spread stays
the same after many hours of continuous bandwidth sharing. Figure 7 illustrates these
facts for the last 10 min of a 12 h bandwidth sharing experiment with just two flows.
(The link was loaded all the time at constant 20 Mbit/s; the two flows complemented
each other at any time.)

The effect is relevant for streaming applications, like video streaming. These
applications rely on a continuous arrival of new content. They need sufficient margins
to cope with the rate variations or flatten the arrival by a playout buffer. Figure 5 gives
an impression of how long a playout buffer needs to store to get a reasonable flattening
effect.

The effect is also relevant for the flow completion time of finite TCP flows. In
general it is assumed that a new flow entering a congested link with N-1 pre-established
flows grabs a 1/N fraction of the link bandwidth and completes accordingly. However,
the actual flow rate variates according to Fig. 4. If the variations persist longer than the
flow duration, the actual flow completion time gets a similar spread, i.e. ranging from
half the expected duration up to more than double that time.
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Fig. 7. Random walk: Last minutes after 12 h of continuous bandwidth sharing; one of two TCP
Cubic flows at RTT=100 ms in 20Mbit/s link bandwidth

In the experiment of Fig. 8§ we run 9 long lived TCP flows over a link of
100 Mbit/s. Then we launched repeatedly a 10™ short lived flow with a data volume of
12 Mbyte. The expected rate is 10Mbit/s, the expected duration 10 s. The displayed
four shots carry all the same data volume, but it takes between 7 and up to 17 s till
completion. In a more exhaustive experiment with 2500 repetitions, 5% of the flows
take less than 8 s, whereas another 5% take more than 22 s till completion.
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Fig. 8. Transmission of 12 Mbyte at expected fair sharing rate of 10Mbit/s; 4 independent shots
in an otherwise identical set-up

The weak convergence bears more implications on TCP rate control. It seems to be
impossible to directly control a TCP flow rate by applying random packet drop
according to the well-known TCP bandwidth formula Eq. 5. The reaction is too fuzzy,
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and if relying on a cumulative effect, the response is much too slow. Existing Active
Queue Management (AQM) solutions like Random Early Detection (RED) [11] always
incorporate a queue. That queue is not acting just as an averaging device. Instead, in the
first instance it establishes equilibrium between the congestion windows of all involved
transmitters and the queueing delay, this way stabilizing the total rate. Only secondarily
RED confines the equilibrium queue to the available buffer space by random dropping.
Since the queue is unique for all flows, this approach stabilizes only the total rate of all
flows. The particular flow continues to spread out as of Fig. 4.

Since the weak convergence is rooted in the arbitrary assignment of packet drops to
the affected flows, it is unlikely to find AQM mitigation without some kind of flow
notion. In normal packet nodes this is not the case, impractical, or at least undesirable
due to the noticeable additional effort. For further reading we refer to the well-known
queueing disciplines Weighted Round Robin (WRR) or Stochastic Fairness Queueing
(SFQ) [12].

Special care is required in measurement experiments for characterization of novel
TCP and queuing approaches. Metrics like the e-convergence time of [4] are inherently
undefined, since a flow that reached the & environment of the expected rate is not
guaranteed, not even likely, to stay in that € environment. Experiments that claim such
convergence anyway likely stopped prematurely at the first visit. In general, the
experimental acquisition of per flow metrics requires extremely long observation times
of hours or days, rather than seconds or minutes. Nonetheless, this must not be con-
fused with global metrics, characterizing the combined effect of all involved flows like
total rate, queue size, or drop ratio. These metrics usually converge much faster.

5 Summary

TCP is able to fill a network bottleneck at 100% of its transmission capacity. If multiple
flows share the same bottleneck, then the available bandwidth is distributed between
the flows in a comparably fair way: (1) None of the flows is able to monopolize the
available bandwidth. (2) None of the flows starves. Under uniform conditions (same
RTT, same TCP flavor) the rate expectation and the long term average are equal for all
sharing flows. The carried data volume of the flows converges to equal values at
infinity.

In this paper we investigate to which extent this “equal sharing” proposition can be
applied to technically relevant conditions. We show that the actual rate of a particular
flow does not converge at all. It deviates randomly down to one third and up to three
fold of its expected rate. The random deviations do not attenuate over time, neither in
theory nor in experiment. In our experiments they appear even after many hours of
continuous bandwidth sharing. And the deviations are long lasting. Their correlation
span is many times larger than the Round Trip Time or the TCP sawtooth interval.
Accordingly, the carried data volume converges only slowly after thousands of RTT.
The findings have been theoretically derived and subsequently verified by compre-
hensive series of bandwidth sharing experiments in a test bed of Ethernet servers and
switches.
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Abstract. Mobile cloud offloading has been proposed to migrate
complex computations from mobile devices to powerful servers. While
this may be beneficial from the performance and energy perspective, it
certainly exhibits new challenges in terms of security due to increased
data transmission over networks with potentially unknown threats.
Among possible security issues are timing attacks which are not pre-
vented by traditional cryptographic security. Usually random delays are
introduced in such systems as a popular countermeasure. Random delays
are easily deployed even if the source code of the application is not
at hand. While the benefits are obvious, a random delay introduces a
penalty that should be minimized. The challenge is to select the dis-
tribution from which to draw the random delays and to set mean and
variance in a suitable way such that the system security is maximized
and the overhead is minimized. To tackle this problem, we have imple-
mented a prototype that allows us to compare the impact of different
random distributions on the expected success of timing attacks. Based
on our model, the effect of random delay padding on the performance
and security perspective of offloading systems is analyzed in terms of
response time and optimal rekeying rate. We found that the variance of
random delays is the primary influencing factor to the mitigation effect.
Based on our approach, the system performance and security can be
improved as follows. Starting from the mission time of a computing job
one can select a desired padding policy. From this the optimal rekeying
interval can be determined for the offloading system.

Keywords: Mobile cloud offloading * Security attributes - Random
delays - Timing side-channels

1 Introduction

Mobile devices are now ubiquitous in the modern life, which are no longer used
only for voice communication and short message service (SMS); instead, they are
used for watching videos, gaming recording health data and social networking.
While the last decades witness great advances in hardware technology, mobile
devices still face the restriction of resources, such as battery life and network
bandwidth.
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“Mobile-cloud offloading” is a solution to augment these mobile systems’
capabilities by migrating computation to more resourceful computers (i.e.,
servers). Mobile-cloud offloading is different from the traditional client-server
architecture, where a thin client always migrates computation to a server [1]. In
many scenarios, the limited power storage of mobile systems can be enhanced
by mobile cloud offloading. One example is the working implementation of
CDroid [2], with the focus on offloading mobile computation to software clones
of real devices in the cloud, makes it enable to increase the gain of offload-
ing of computation-intensive apps. Another example is context-aware comput-
ing infrastructure [3] — where multiple streams of data from different sources
like GPS, maps, accelerometers and temperature sensors need to be analyzed
together in order to obtain real-time information about a user’s context.

However as more and more information on individuals and business are placed
in the cloud, concerns are beginning to spring up about how safe an environ-
ment it is. Despite of all the hype surrounding the cloud, enterprise customers
are still reluctant to deploy their business in the cloud [4]. Protecting user pri-
vacy and data secrecy from an adversary is a key to establish and maintain
consumers’ trust in the mobile platform, especially in mobile cloud computing.
Metrics on which offloading decisions are based must include security aspects in
addition to performance and energy-efficiency. Numerous works about security
in mobile cloud offloading and cloud computing have been presented in recent
years. Researchers in [5] present a mobile cloud computing platform which allows
users to choose to run their applications either in the cloud (for high security
guarantees), or on their local mobile device (for better user experience). [6] pro-
poses to enable a secure and efficient cloud-assisted image sharing architecture
for mobile devices. Indeed, security is such a big area covering large numbers
of issues. In this work, we deal with the specific threat of timing attacks whose
remote feasibility has been proved [7,8]. Remote timing attacks make a practical
threat against web services as well as offloading systems [9].

Quantitative analyses of system dependability and reliability have received
great attention for several decades [10]. However quantification of security has
only recently attracted more attention, and some initial conceptual work has
been published already decades ago, serious model-based evaluation of security
mechanisms has been published only recently. Previous work on the security of
computing and information systems has been mostly assessed from a level point
of view. The authors in [11] make an effort to examine the security vulnerabil-
ities of operating systems of routers within the cloud carrier by assessing the
risk based on the National Vulnerability Database (NVD) and gives a quantifi-
able security metrics for cloud carrier, which is very useful in the Service Level
Agreement (SLA) negotiation between a cloud consumer and a cloud provider.

To proceed to a quantitative analysis of the mitigation measure for timing
side-channel attacks in mobile cloud offloading systems we have improved our
hybrid CTMC (Continuous-time Markov chain) and queueing model. Our model
is aimed to deal with a general mobile cloud offloading system with a master
secret stored on the server side, where the attacking client can also get normal
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offloading service. In a timing attack to such a system, the attacker deduces infor-
mation about a secret key from runtime measurements of successive requests.
This process can be interrupted by changing the server secret frequently [12].
By solving the model, we propose security and performance metrics on which
offloading decisions can be based. One of the popular countermeasures against
timing attacks is to add random delays in every service response. While the ben-
efits are obvious, a random delay introduces a penalty that should be minimised.
The challenge is to select the distribution from which to draw the random delays
and how to set mean and variance in a suitable way such that the system secu-
rity is maximised while the overhead is minimised. To tackle this problem, we
have implemented a prototype that allows us to compare the impact of differ-
ent random distributions on the expected success of timing attacks. Afterwards,
Weibull distributed delays with different parameter sets are added to the Cloud
service side to mitigate timing attacks. Based on the proposed model, the effect
of random delay padding on the performance and security perspective of offload-
ing systems is analyzed in terms of response time and optimal rekeying rate. We
found that the variance of random delays is the primary influencing factor to
the mitigation effect. Meanwhile, using our approach one may improve system
performance and security as follows. Starting from the mission time of a com-
puting job one can select a desired padding policy, from which the optimal rekey
interval can be determined for the offloading system.

The remainder of this paper is structured as follows. In Sect. 2, we summarize
the system and attackers’ behavior and the random delay countermeasure. Then
we proposes a hybrid model for a generic offloading system. The system metrics
on which the evaluation based are addressed in Sect. 3. Section 4 shows a series
of experiments that have been performed to analyze the effectiveness of random
delay countermeasure. Section 5 gives discussion of the experiment results and
suggestions. Finally, the paper is concluded in Sect. 6.

2 System Overview and the Model

A mobile cloud offloading system is a common solution to enhance the capabili-
ties of the mobile system by migrating computation to more resourceful comput-
ers (i.e., servers) [13]. To quantitatively analyze the performance and security
attributes of such a system under the threat of timing attacks, we have to incor-
porate the actions of an attacker who is trying to capture sensitive information
in conjunction with the protective actions taken by the system. Therefore, we
have to develop a hybrid CTMC and queueing model that takes into account
the behavior of both actors.

2.1 Behavior of System and Attackers

In the considered offloading system, a master key stored in the server is used
for the RSA encryption and decryption operations of all user data. The keying
scheme is that the server regularly changes the master key, which is called the
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rekeying process, with a rekeying rate. The system needs to process all user-files
with both the new and the old master key. In this process, the system does not
accept any other user commands. When user data is very large, this process will
take long. Therefore, it is reasonable to recommend an optimal interval time for
the master key replacement cycle, and select a suitable time, when there is a low
amount of user access (e.g. at night).

Implementations of cryptographic algorithms often perform computations in
non-constant time, due to performance optimization. If such operations involve
secret parameters, these timing variations can leak some information and a care-
ful statistical analysis could even lead to the total recovery of these secret keys.
Timing attacks gain secret information from the server response time and rather
than brute force attacks or theoretical weaknesses in the algorithms they are a
real threat to mobile cloud offloading systems. However this threat is not covered
by traditional notions of cryptographic security [14]. It was commonly believed
that timing attacks can be directed only towards smart cards or affect inter-
process locally, but more recent research reveals that remote timing attacks are
also possible and should be taken into consideration [7,8]. In this remote timing
attacks to our offloading system, an attacker continues to send normal requests
to the server and the obtained offloading service will be properly performed by
the server. In addition the attacker records each response time for a certain
service and tries to find clues to the master secret of the server by statisti-
cal analysis of the timing measurements. If the attacker successfully breaks the
secret information from the timing results, he may hack into the system, read
and even modify other users’ information without authorization. Systems that
perform cryptographic operations with inconstant response time are exposed to
such timing attacks, and no man-in-the-middle or other kind of attack is con-
sidered. It is worth mentioning that a timing attack also poses a threat to other
types of systems.

2.2 Random Delays

Random delays are easily deployed even if the source code of the application is
not at hand. Interposition of random delays in the cryptographic algorithm exe-
cution flow is a simple but rather effective countermeasure against side-channel
and fault attacks. Random delays are widely used for protection of cryptographic
implementations in embedded devices [15]. The first detailed analysis of the this
kind of countermeasure is shown in [16] that the number of traces for a suc-
cessful differential power analysis (DPA) attack grows quadratically or linearly
with the standard deviation of the delay, while the researchers in [17] imple-
ment random delays on FPGA and obtain the optimal parameters for delay
generators. To date, based on random delay insertion, an processor architecture
resistant to side-channel attacks was proposed in [18] using a combination of ran-
domized scheduling, randomized instruction insertion and randomized pipeline-
delay. Researchers in [19] presents a design and hardware implementation of
asynchronous AES with random noise injection for improved side-channel attack
resistance.
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In this paper, random delays are introduced in the offloading system to mit-
igate the timing information leakage.

2.3 The System Model

As compared to our previous work [20], in which the model only considered the
security attributes of offloading systems, the proposed hybrid CTMC and queue-
ing model in this work takes the performance properties of a generic offloading
system into account (Fig.1). When jobs are generated by a mobile device, they
are either offloaded to the cloud or executed locally, expressed by the two queues,
respectively. The parameters A and )\ indicate the arrival rates for the two
queues. A job dispatched to offload comes to the upper queue and is processed
by the server with service rate u, which also includes the data transmission time.
For jobs dispatched to execute locally, the service rate is p’ which is assumed to
be lower than pu.

Cloud server

- D

Mobile device

Fig. 1. State transition diagram for a generic offloading system (Color figure online)

The states and parameters of the CTMC state transition model are summa-
rized here:

— G Good state in which the offloading system works properly.

— T Timing attack happening state.

— C Compromised state after the attacker knows the secret of the system.

— R Rekeying state in which system renews its master secret.

— A1 rate at which the system launches the rekeying process in state G and
state T

— Ao rate at which an attacker triggers a timing attack to the system.

— A3 rate at which a timing attack succeeds to break the system secret.

— Ay rate at which the system is brought back to the good state by the rekeying
process.

— A5 rate at which the system launches the rekeying process in state C.
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— X¢ rate at which the attacker fails to conduct a successful timing attack or
he successfully breaks the key, while fails at accessing the data.

The upper part of Fig. 1 shows a CTMC model representing the states of the
system. After initialization, the system starts to operate properly in the good
state G. The system is under the specific threat of timing attacks conducted by
random attackers. We describe the events that trigger transitions among states
in terms of transition rates. It is assumed that there is only one attacker in the
system at one time. If an attack happens, the system is brought to the timing
attack state T at rate A\o. In this state the attacker tries to break the server
encryption key by making time observations. So while the system is in state T,
the attacker is not yet able to access confidential information.

It takes a certain time to perform the timing attack after which the attacker
may know the encryption key and the system moves to the compromised state C'
at rate A\3. Consequently )\gl is the mean time a timing attack takes. There is a
possibility indicated by the arc Ag that the attacker fails to conduct a successful
timing attack due to connection failures or he successfully breaks the key, while
fails at accessing user data. If the attacker succeeds to determine the encryption
key through time measurements, confidential data will be disclosed which is
assumed to incur a high cost. This can only happen if the system is in the
compromised state C' and we call the incident of entering the compromised state
a security failure. In this state, all jobs dispatched to offload are not secure any
more, therefore they must be repeated and do not contribute to the throughput.
The jobs lost is represented by the red arc in Fig. 1.

Renewing the server encryption key can prevent or interrupt a timing attack.
The arcs from other states to state R represent these operations in the server.
The rekeying rate is the parameter one can tune as a system administrator. It
indicates how often the system launches the rekeying process. The rate Ay is the
rekeying rate when the system is in good state G or in the timing attack state
T. We assume the offloading system has intrusion detection mechanisms running
on it, that can find clues of compromised behavior, in which case the system will
trigger the rekeying process more frequently. So in the compromised state C', we
assume the rekeying process is triggered at a different rate, A\ = nA;(n > 1). The
parameter n is called the coefficient of rekeying in the compromised state because
it represent the relationship between the rekeying rate (or rekeying frequency)
in good state and the rekeying rate in compromised state. All these three paths
transfer the system to the rekeying state R from which it will finally return to
the initial state GG. The challenge is to find an optimal value for the rekeying
interval. The rekeying should in the optimal case happen before or soon after
the system enters the compromised state.

In the rekeying state the system refuses all user requests. So we put a inhibitor
arc on the cloud server. All the jobs are dispatched to the local queue and some
jobs will be lost in this state. As a result, the system throughput is degraded.
The rekeying process will bring the system back to the initial state G at rate A4.
Consequently, the mean time to perform the rekeying process is )\Zl and during
this time the server refuses user requests.
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When random delay padding is added after the cloud service, the attacker
needs more samples to successfully guess the secret in the server. So it takes
more time for him to conduct the timing attack. As a result, the rekeying rate
A3 decreases as this mitigation method is taken.

3 DMetrics

3.1 Security Metrics

After defining the model and its parameters, we must now establish the mea-
sures we want to investigate. We present security and performance metrics,
respectively. The security measures are defined in this work as confidentiality
and system (security) cost that are functions of the steady-state probabilities of
the CTMC model. The steady-state probabilities m; may be interpreted as the
proportion of time that the CTMC spends in state i, where i € {R, G, T, C}.

If a timing attack to the offloading system is successful, the attacker obtains
the master key and can browse unauthorized files thereafter. The entered states
denote the loss of confidentiality. Therefore, the steady-state confidentiality mea-
sure can be computed as

Confid=1—mc. (1)

We also define a system cost metric. In our scenario, the offloading system
suffers from cost in two states, the compromised state C' and the rekeying state
R. The system loses sensitive information in the compromised state, and cost
is also incurred when the system deploys a rekeying process. The rekeying cost
and the data disclosure cost are both interpreted as the proportion of system life
time, that is, the steady-state probability of the CTMC. We define a weight w
and its complement 1 — w for the two kinds of cost. We use normalised weights
for simplicity. So the system cost is defined as:

Cost = wng + (1 —w)me, (2)

where 7;,i € {R,C} denotes the steady-state probability that the continuous-
time Markov process is in state 7. 0 < w < 1 is the weighting parameter used
to share relative importance between the loss of sensitive information and the
effort needed to rekey regularly.

3.2 Performance Metrics

The performance metrics we are interested in describe the system in terms of
its throughput, completion times, or response times, as defined e.g. in queueing
theory or networking. In this paper we use the response time as the performance
metric for the offloading system. By Little’s Law, the response time (denoted
E[R]) is defined as:

&

B[R] = =Y. (3)
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For the offloading queue, the response time equals the average number of
jobs in the queueing station (E[N]) divided by arrival rate (A).

4 Model Analysis

In this section, we derive and evaluate the security and performance attributes of
the offloading system using methods for quantitative assessment of dependability,
known as the dependability attributes, e.g. reliability, availability, and safety
which have been well established quantitatively.

4.1 CTMC Steady-State Probability Computation

For the system security attributes, we have described the system’s dynamic
behavior by a CTMC model with the state space X, = {R,G,T,C} and the
transitions between these states. In order to carry out the security quantification
analysis, we need to determine the stationary distribution of the CTMC model.

The steady-state probabilities {m;,i € X} of the CTMC can be computed
by solving the system of linear equations [21]

mQ =0, (4)
where © = [rg, g, 77, 7c| and Q is the infinitesimal generator (or transition-
rate matrix) which can be written as:

R G T c
R{-M M\ 0 0
Q=G| A —A—X A2 0 (5)
T A A “AM—Xs—X As
c\ X 0 0 ~Xs

In addition, we have the total probability relationship:
Y om=1 ieX. (6)

The transition-rate matrix Q describes the dynamic behavior of the security
model as shown in Fig. 1. The first step towards quantitatively evaluating secu-
rity attributes is to find the steady-state probability vector 7 of the CTMC states
by solving Eqgs. 4 and 6. We can get solutions:

- [()\1 + )\2)()\1 + )\3) + )\1/\6])\5’ (7)

o
(M 4+ A3+ A) A A2 g5 A2 A3y
TG = 5 , T = % s e

For the sake of brevity, where:

¢ = (A1 +A) (A1 + A3+ X6)As + [(A1 + Aa)As + (A + As5)Az] e
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Given the steady-state probabilities of CTMC model, the Cost measure can
be computed:

[(/\1 + )\2)()\1 + )\3) -+ )\1)‘6])\5
¢

+(1-w) A2Asha. (8)

Cost =w
o}

5 Evaluation

We performed a series of experiments to demonstrate the effectiveness of random
delay countermeasure against remote timing attacks.

5.1 Experiment Setup

Our server and client applications are developed using the OMNeT++ simula-
tion tool based on the INET 2.6 framework. The connection between two hosts
are enabled by TCP protocol. All tests were run under Mac OS X 10.10 on a
2.6 GHz Intel Core i5 processor with 8 GB 1600 MHz DDR3 RAM.

A timing attack uses statistical analysis of how long it takes one application
to do some calculation in order to learn about the secret it is operating on.
The key idea of conducting a timing attack is to find the time difference. For
simplifying the implementation, we mimic a timing attack by recording and
analyzing the amount of time takes by the server application to compare two
values bit by bit. Once the server finds one bit in the value received from the
client is different from what restored in the server, it send back the result to the
client immediately. Otherwise, the server continues to compare the next bit in
the received value.

5.2 Convolution Method for Timing Attack Distribution

Firstly, we analyze the completion time distribution for timing attacks. As the
implementation in [8], a complete remote timing attack can be viewed as a binary
search for a system secret and it consists of several steps to recover the ith bit of
the secret. The attacker repeats these steps to recover the secret bits one by one.
After recovering the half-most significant bits of the system secret, he can use
Coppersmith’s algorithm [22] to retrieve the complete factorization. Then the
system is successfully compromised by the attacker by timing attack. From the
setup of [8], a typical attack takes approximately 2h, and to get its distribution
may take days. So we try to simplify this process by convolution method.

For each secret bit, the attacking behavior can be regarded as a single entity.
And these entities are assumed to be independent and identically distributed
(i.i.d.). When the distribution of the attack entity time is known, the cumula-
tive distribution function (CDF) of one complete attack duration can be com-
puted by interactively convolution method. It is needed 256 attack entities to
factor a RSA-1024 bit key. To simplify the computational process, we propose
Algorithm 1 by doing the convolution pairing.
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Fig. 2. Test and verify the convolution method. (a) The time distribution for an attack
entity. (b) The time distribution of complete attacks which consists of 256 entities.
(¢) The result of interactively convolution method. (d) The rescaled distribution of
complete attacks.

Algorithm 1. for i=1:8

p = conv (p,p);
end

Then we can get the 256 attack entities distribution by 8 self-convolutions.
The results are shown in Fig.2. The mean of Fig.2c is 2.181h and the vari-
ance is 0.000264 respectively. For Fig. 2d, the mean is 2.179h and the variance
is 0.000267. We test and verify that the convolution method is adequate for
our scenario. This method can radically decrease the computation time for the
subsequent evaluation.

5.3 Comparison of Different Distributions

This experiment aims at comparing the impact of different random distributions
to the limits of timing attacks against offloading systems. The parameters, the
mean and the variance of different distributions are shown in Table1. We set
the mean of all random distribution as 0.1 ms while the variances are different
for the brevity of parameters. For the Erlang distribution, it is difficult to get a
large variance because the shape parameter has to be integer.

The attacking client sends two messages separately with a certain bit equals
0 and 1 to the server. Random delays are added after the server processes each
message received from the client. Different numbers of timing samples are taken
from the client measurement. When the client can distinguish the time difference
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Fig. 3. Comparison of different random delay distributions

Table 1. Continuous distributions

Mean | Variance | SCV
Weibull (0.05, 0.5) 0.1 0.05 5
Uniform (0, 0.2) 0.1 |0.0033 [0.33
Exponential (0.1) 0.1 0.01 1
Truncated normal (0.1, 0.1) | 0.1 0.01 1
Erlang (5, 0.1) 0.1 0.002 0.2

of server application processing two different messages from statistical analysis
of the samples, we call it a success attack. We use the percentage of success
guesses to represent the moderating influence upon timing attacks exercised by
random delay countermeasure.

The result is depicted in Fig. 3. It shows that the Weibull distributed delays
can mitigate the timing attacks as the attacker needs more samples to guess the
secret than no random delays are added. The results of the rest three random
distributions are superposition of the result with no random added. The impact
of the rest three distributions is negligible because the variances are small.

In the next subsection, we choose Weibull distribution because it is widely
used in reliability engineering and failure analysis and it is easy to change the
variance of Weibull distribution by tuning the parameters.

5.4 Comparison of Weibull Distributed Delays with Different
Parameter-Sets

To compare the effect of the random delays countermeasure with Weibull dis-
tribution to mitigate timing attacks, we conduct this experiment by changing
the shape parameter k € {0.5,0.45,0.4,0.37,0.35,0.34} while keeping the scale
parameter n = 0.05.
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Fig. 4. Comparison of Weibull distributed delays with different parameter-sets

Table 2. Parameter-set of Weibull distribution and the metrics

Mean | Variance | SCV Number of | Optimal rekeying rate | Response
samples time
No random 375 0.2996 7.7161
wei .5 | 0.1 0.0500 |5 470 0.2705 7.8177
wei .45 0.123910.1043 | 6.7931 | 625 0.2372 7.8423
wei .4 | 0.1662 | 0.2725 | 9.865 830 0.2075 7.886
wei .37 | 0.2092 | 0.5642 12.8912 | 1070 0.1837 7.9305
wei .35 0.251510.9980 | 15.7774 | 1400 0.1614 7.9743
wei .34 | 0.2788 | 1.3682 17.6019 | 1610 0.1507 8.0027

Figure4 shows the comparison of Weibull distributed delays with different
parameter-sets. It is assumed that the attacker use error detection and correction
strategy as described in [23], so 90 % success guesses is adequate for his attack.
We record the numbers of samples on 90 percentage of success guesses and
calculate the Cost measure using Eq.8 to obtain the corresponding optimal
rekeying rate as. The system cost metric changing with the rekeying rate \; is
shown in Fig. 5. We set the weighting parameter w = 0.5 to put equal importance
to the loss of sensitive information cost and the effort needed to rekey regularly.
As the administrator of an offloading system, one can set the optimal rekeying
rate to gain the lowest system cost for a particular random padding. Meanwhile,
the results and the properties of Weibull distributed delays are listed in Table 2.
The SCV property is the squared coefficient of variation which is defined as the
ratio of the variance and the square of the mean.
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Fig. 6. Response time and optimal rekeying rate changes with different Weibull para-
meter sets

The results of this experiment show that the Weibull distribution random
delays padding can efficiently mitigate the timing attacks and the system cost
diminishes with decreasing shape parameter k of Weibull distribution.

6 Discussion

As depicted in Fig. 6, the growth of service response time is mainly due to the
increasing mean of the Weibull distribution when we diminish the shape para-
meter k£ while keeping the scale parameter steady. So one should use low mean
random padding to mitigate timing attacks.

The decrease of the optimal rekeying rate shows that the mitigating effect of
random delay measure increases with the variance of Weibull distribution. We
found that the variance of random delays is the primary influencing factor to the
mitigation effect. Thus, when random delays are deployed in offloading systems,
one should try to enlarge the variance of the random delay while keeping the
mean as low as possible by tuning the parameters, i.e., distributions with an
large coefficient of variation are recommended.
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7 Conclusion

To add random delays into the process time is a popular strategy for defend-
ing against timing attacks. It can be easily deployed even the source code of
the application is hard to get touch. While the benefits are obvious, a random
delay introduces a penalty into the system. We have implemented a prototype
that allows us to compare the impact of different random distributions on the
expected success of timing attacks. Afterwards, Weibull distributed delays with
different parameter sets are added to the Cloud service side to mitigate timing
attacks. We found that the variance of random delays is the primary influencing
factor to the mitigation effect. So, one should tune the parameters to enlarge
the variance while keeping the mean as low as possible when random delays
are deployed in offloading systems. Meanwhile, one may improve system per-
formance and security using our results. Starting from the mission time of a
computing job one can select a desired padding policy, from which the optimal
rekey interval can be determined for the offloading system.

Extending the analysis to include a key refresh protocol and validating
against implementation will be the future work. At the same time, the analysis
will be extended to include fault models.
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Abstract. Many new data centres have been built in recent years in
order to keep up with the rising demand for server capacity. These data
centres require a lot of electrical energy and cooling. Big data and video
streaming are two heavily used applications in data centres. This paper
experimentally investigates the possibilities and benefits of using cheap,
low power and widely supported hardware in the form of a micro data
centre with big data and video streaming as its main application area.
For this purpose, multiple Raspberry Pi 2 Model B (RPi2)’s have been
used in order to build a fully functional distributed Hadoop and video
streaming setup that has acceptable performance and extends to new
research opportunities. We experimentally validated the new setup to fit
in a data centre environment by analysis of its performance, scalability,
energy consumption, temperature and manageability. This paper pro-
poses a high concurrency and low power setup in a small 1U form factor
with an estimated number of 72 RPi2’s as an interesting alternative to
traditional rack servers.

Keywords: Micro data centre - Raspberry Pi 2 - Benchmarking -
Hadoop - Big data - Video streaming *+ Cloud computing

1 Introduction

In data centres, the density of servers increased significantly in the past years
[16]. New technologies emerge, e.g., blade servers, that not only decrease the
physical appearance of what used to be an entire rack full of servers, but also
decrease power consumption by implementing new technologies. ARM proces-
sors, another relatively new technology, might actually fit the increasing demand
for modularity in data centres. Since Raspberry Pi’s are fully functional servers,
that have an ARM processor, a relatively powerful graphical chip onboard and
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use little energy, these should be considered as a serious alternative. The main
challenge of this paper is to fit Raspberry Pi 2’s with ARM on-board in a data
centre. Two major data centre applications elaborated in this paper are (i) big
data; and (ii) video streaming. Big data solutions distribute data processing
among various servers often with a high demand on storage devices. Big data’s
main task is to query large chunks of data to retrieve valuable information. On
the other hand, demands with video streaming require more network capabil-
ities, since the main task of video streaming is to seamlessly deliver data for
the duration of the video. Many small tasks are processed in the case of video
streaming, while big data applications perform rather large tasks.

This paper contributes by investigating the capabilities of Raspberry Pi’s
for micro data centres, thereby focussing on benchmarks and measurements of
power, performance, temperature and hardware allocation of an experimental
setup with a data centre ready Raspberry Pi cluster. These aspects allow us to
analyse three main design criteria of a flexible future proof data centre [4, p. 6],
namely: scalability, performance and manageability.

First, background information on cloud computing with big data and video
streaming is elaborated in Sect.2. A few cloud projects based on RPi hardware
are described in Sect. 3. Then our own proposed RPi2 cluster will be discussed,
and thoroughly tested with Hadoop and video streaming in order to investigate
the possibilities of the RPi2 in a micro data centre.

2 Two Key Applications for Data Centres

In this section background is given for the two main applications big data and
video streaming. Big data is about data too large and complex to be processed
by normal data applications. In Sect. 2.1, a solution to big data is discussed that
allows to distribute processing of these large chunks of data. Since the video
streaming service Netflix is responsible for approximately 30 % of the down-
stream traffic in the US [2], this relevant application domain is elaborated in
Sect. 2.2 by a short description of its operations and approach inspired by the
existing video streaming service Netflix.

2.1 Big Data

Apache Hadoop [25] is an open source framework which offers necessary compo-
nents for the distributed processing of large amounts of distributed data, using
simple programming models like map/reduce. It has been designed to scale well
from one to thousands of machines. Hadoop offers high-availability options for
detecting and recovering from failures in both hard- and software. Hadoop is
used for applications like risk modelling and recommendation engines which
have petabytes of data to be analysed.

Map/reduce [9] as implemented in Hadoop is a programming model to allow
for simple distributed processing of large data sets. A map/reduce program con-
sists of two steps. The map step performs filtering and sorting. The reduce step
can then do further computations on the output of the maps, which is usually
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a summarizing operation. Depending on the program the map and/or reduce
tasks can be parallelised.

In Hadoop 2 Yet Another Resource Negotiator (YARN) was introduced as
a new resource management layer. YARN handles workload management and
monitoring, manages high availability features and allows for more programming
models next to just map/reduce.

Big server manufacturers like Dell, HP and SuperMicro offer all kinds of
servers for Hadoop applications. Hadoop usually runs on a multitude of 1U
rack servers containing eight or more storage drives. 1U rack servers are rela-
tively cheap, but bring a lot of space and energy overhead when you place a lot
of servers compared to more expensive, but more efficient solutions like blade
servers which are usually 10U [20]. Blade servers house vertically placed blades
combined with a single power supply and network access for all blades combined,
which makes them more space efficient [20] than traditional 1U servers. Hadoop
setups can start with just a single server and be scaled to thousands of servers.

2.2 Video Streaming

Large video streaming providers often require various operations to deliver videos
to their clients in an uninterrupted and fast manner. For this reason, the buffer
time of a video is minimized, such that videos are accessible at any given time.
These videos are then delivered by the server that has the best latency for the
client. Large video streaming providers like Netflix require the following three
operations for their services:

1. Content ingestion, which means that the studio master version of the films
are received and uploaded to the cloud.

2. Content processing, which means that in the cloud many different formats
are created for each video (e.g. AVI, MP4 and MKV format). These formats
are uploaded to the content distribution network (CDN), which is a network
of several data centres to spread the content to users. This means that all the
formats been made are distributed over the CDN.

Netflix has its own CDN allowing better analysis of the network and improve-
ments of load balancing and video streaming algorithms. In order to store all
the video data, Netflix uses the file storage systems Amazon’s AWS, simpleDB,
S3 and Cassandra [2].

Video streaming heavily relies on data storage, most of the time spinning
hard drives (HDD) are used. If a video is accessed frequently then a Ul SSD
server is used to make faster streaming possible. This means there are two types
of servers. The servers with HDD normally take 4U of server space and the SSD
variant with servers consumes 1U server space [27].

3 Related Work

There have been several cluster projects with the Raspberry Pi Model
B(+)(RPi).
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The Iridis-pi cluster with 64 RPi’s was built by Cox et al. [7]. A Message
Passing Interface was used to communicate between the Raspberry Pi’s. The
research was done to investigate what the performance of a low-power high
performance cluster was. It was designed as a portable and passively cooled
cluster for educational purposes.

Tso et al. [26] built a data centre consisting of 56 RPi’s that offers a
cloud computing testbed including virtualisation management tools called the
Glasgow Raspberry Pi Cloud. It was built for practical research on cloud com-
puting without the limitations of simulation.

Kiepert [17] created a Beowulf cluster for a PhD assignment. It was built
for collaboratively processing sensor data in a wireless sensor network. The
Raspberry Pi cluster offers an alternative in case of the main cluster is
unavailable.

The Bolzano Raspberry Pi cluster consists of 300 RPi’s and was made as an
affordable energy-efficient computer cluster by Abrahamsson et al. [1]. Applica-
tions such as a green research testbed and as a mobile data center are evaluated.
Their main goal was to introduce a cluster of RPi’s on a larger scale.

The RPi clusters described are for research, application performance and
cluster mobility. The projects described above applied the first generation RPi
which offers significantly lower performance than the newer second generation
RPi. This research distinguishes itself from other RPi clusters by providing
benchmarks of the temperature, power consumption and performance of the
Hadoop and video streaming applications.

4 System Description

In the system description the software and experiment setup are elaborated. First
short summary is given of the device used in the micro data centre, namely the
RPi2 in Sect. 4.1. In the experimental setup our own micro data centre is elabo-
rated for the Hadoop and video streaming variant in Sect. 4.2. The Hadoop soft-
ware needed for distributed processing is discussed in Sect.4.3. Then the video
streaming software required for a large streaming service is elaborated in Sect. 4.4.

4.1 Raspberry Pi 2

The Raspberry Pi 2 Model B [24] is a small, cheap yet feature packed computer.
It is based on the Broadcom BCM2836 system on a chip which offers a 900 MHz
quad-core ARMv7 CPU combined with 1 GB of RAM and can currently be bought
for about $35. Detailed specifications can be found in Table 1. 16 GB Adata Pre-
mier Pro UHS-I microSD cards are used as the storage solution (Fig.1).

4.2 Experimental Setup

A total number of eight RPi2’s is used in our experimental setup. A setup dia-
gram for Hadoop and video streaming is displayed in Figs. 2 and 3, respectively.
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Table 1. Raspberry Pi 2 Model B spec-

ifications [24]

System on Chip | Broadcom BCM2836
Ethernet Onboard 10/100 Ethernet
RJ45 jack
USB Four USB 2.0
Video out HDMI 1.4
Audio 2 x analog
CPU 900 MHz quad-core ARM
Fig. 1. Raspberry Pi 2 model B Cortex-A7
[24] GPU Dual Core VideoCore IV
Multimedia
Co-Processor
Card slot Micro SD

The numbers in the setup diagrams correspond to the physical setup shown in
Fig. 4. The number (2) indicates a small router/switch that is connected to the
power supply. The number (1) shows the eight RPi2’s. In case of video streaming
a load balancer and several video streamers are installed. For Hadoop there is
one masternode and several slavenodes.

Client Client

Network @ Network @

Masternode @ Slavenode @ J Load Balancer @ Backend Server J

(Video Streamer)
Fig. 2. Hadoop design

Fig. 3. Video streaming design

Dietpi [8] is used as the operating system for the individual nodes. It is
a lightweight version of Raspbian which is the Linux distribution specifically
tailored for the RPi2.

4.3 Hadoop Software

A basic Hadoop installation consists of three main parts: HDFS, YARN and the
JobHistoryServer.

HDFS is the Hadoop distributed file system and consists of a couple of
processes. The NameNode is the main process which keeps track of where all
files are distributed and replicated. It is the main access point for all clients
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Fig. 4. Project setup

and processes and runs on the master node. The SecondaryNameNode keeps a
recent backup of the NameNode so the NameNode can be restored if it might
go down. The DataNode processes run on the remaining slave nodes and handle
data storage and retrieval.

YARN consists of a ResourceManager, which manages all jobs in the system,
and on each slave node a NodeManager. The NodeManager process handles the
execution of jobs allocated to a slave node.

Finally, the JobHistoryServer keeps track of all completed jobs and their logs.

A natively compiled version of Hadoop 2.6.0 with YARN was configured in
conjunction with Oracle Java 7 ARM HF. Because there are only eight avail-
able RPi2’s, a single master node runs the NameNode, Secondary NameNode,
ResourceManager and the JobHistoryServer. The other (scalable) amount of
nodes act as slaves and each runs a NodeManager and a DataNode.

The setup has 91 GB of distributed storage available with the replication
factor of two, which resulted in an effective amount of roughly 45 GB. YARN
has been configured so that two containers can run concurrently on a single slave
node. This gives 14 available container slots for Hadoop to allocate tasks to in
the test setup.

4.4 Video Streaming Software

This video streaming software consist of four software programs: nginx, FFmpeg,
JW Player and Cassandra. For load balancing and streaming over HTTP, nginx
[23] is used. nginx has an efficient algorithm for HTTP load balancing. The Real
Time Messaging Protocol (RTMP) module from Arut for nginx is used to make a
media streaming server over HT'TP [5]. This has an efficient algorithm to transfer
the HTTP with RTMP encapsulated data to the users. FFmpeg is a cross-
platform solution to record, convert and stream audio and video [11]. Using this
software makes adaptive streaming and streaming in different formats possible.
JW Player is a HTML5/flash embedded media player [18]. JW Player makes load
balancing possible dependable on the bit rate that is coming from the video. It
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supports dynamic streaming, that consists of multiple single streams with the
same content, all in a different quality [18]. Cassandra is a database that helps
replicating data across multiple data centres [6]. The data can automatically
be replicated across the nodes for fault-tolerance. Therefore, the data is still
available when a node crashes.

5 Cluster Benchmarking

This section elaborates benchmarks and measurements on power, temperature,
storage, memory and network to test the cluster as if in a data centre environ-
ment.

5.1 Storage and Memory Performance

For basic system benchmarks, the SysBench suite [19] has been used. It serves as
a tool to quickly determine system performance without setting up any complex
software.

Table 2. SysBench storage & memory

Benchmark Transfer speed
Random storage read 9.9718 MB/s
Random storage write 1.2604 MB/s
Random storage read/write | 3.4046 MB/s
Sequential storage read 17.7400 MB/s
Sequential storage write 6.3972 MB/s
Sequential storage rewrite 13.0000 MB/s
Sequential memory read 207.5000 MB/s
Sequential memory write 177.0200 MB/s

The SD card storage was tested by running random and sequential storage
tests. 4 GB of test data was prepared with SysBench. The benchmarks were run
with a maximum execution time of 300s. The memory test sequentially read and
wrote 512 MB of data to memory.

Table 2 shows that the write performance of the SD cards is low. Read perfor-
mance is below what was expected from the SD card, which promised 40 MB/s
for sequential read operations but achieved barely half of that speed. The RPi2’s
memory is sequentially read at 207 MB/s while its write speed is 177 MB.

5.2 Energy Consumption

The energy consumption is measured with a simple setup. A prototyping PCB
with two USB connectors and some jumper wires are used to allow for a mul-
timeter (Elro M990) to connect for voltage and current measurements of a sin-
gle RPi2. This way the actual power usage of the RPi2 is measured, because the
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Table 3. Benchmarks to test energy consumption of Raspberry Pi 2 without power
supply losses

Current (A) | Voltage (V) | Power (W)
CPU 1 core |0.340 4.84 1.65
CPU 2 cores |0.365 4.79 1.75
CPU 3 cores |0.392 4.77 1.87
CPU 4 cores |0.415 4.78 1.99
Memory test |0.440 4.79 2.11
Storage read |0.442 4.77 2.11
Storage write | 0.395 4.77 1.89
Idle 0.315 4.78 1.51

(in)efficiency of the power supply is not taken into account. When a measurement
would be done at the wall outlet, power usage is expected to be higher.

The power consumption was measured under several workloads to find out
what effect different kind of operations have on the power consumption of the
RPi2. SysBench is used to consistently stress different parts of the board.

The RPi2 has a power consumption of at most 2.1 W in this test as shown
in Table 3. A normal server needs about 500 W [21], so 238 RPi2’s take as much
power on one server.

5.3 Network Performance

Iperf3 [10] was used to find out whether the network, the storage or the memory is
a bottleneck by reading/writing from/to the different mediums [10]. The RPi2
uses a 100 Mbit Ethernet connection which is connected via a combined USB
2.0/Ethernet chip [22]. This is important as Hadoop shuffles a large amount of
data around the network, video streaming needs to transport a lot of data to
the user and in between the servers. To find out if there is a bottleneck, 60s
iperf3 benchmarks with a congestion windows of 133 KB have been executed
from memory to memory, memory to storage and from storage to memory.

Table 4. Ethernet throughput benchmark with RPi2 memory and SD card storage

Write direction Avg. bandwidth (Mbit)

Memory — memory | 93.4

Memory — storage |24.3

Storage — memory |94.2

For every throughput benchmarks the congestion window is 133 KB. From
the results in Table 4 the write performance of the Raspberry Pi 2 and/or the SD
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card forms a bottleneck with only 3 MB/s. This number is in line with the results
from the SysBench write tests which were between 1.26 MB/s and 6.4 MB/s
for random and sequential writes respectively. USB 2.0/Ethernet causes some
overhead, therefore it has a throughput of around 94 Mbit.

5.4 Temperatures

CPU temperature measurements were taken under SysBench CPU stressing with
different numbers of threads. During this benchmark the temperature is mea-
sured by logging the operating systems data on temperatures with a shell script.
The temperature is measured on the CPU. Results are shown in Fig. 5. The room
temperature during this benchmark was around 23°C. The cooldown phase, that
occurs after the benchmark has finished, is shown in Fig. 6. The room tempera-
ture during the cooldown phase was around 21°C and has been measured during
a separate benchmark run. By default, the RPi2 is a passively cooled board with-
out any heat sink or fan.
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Fig. 5. Temperature benchmark Fig. 6. Temperature cooldown

When running a four-thread CPU benchmark the maximum temperature is
60°C and the temperature is 42°C when idle, see Fig. 5. In Fig. 5, after a short
period of time, temperatures converge to an upper bound. After benchmark
completion, the CPU cools down quickly to idle temperature, as can be seen
in Fig.6. Data centres require a temperature of around 26°C and in order to
do this, additional energy is required for cooling [12]. The most common work-
load for Hadoop and video streaming would be two CPU threads for which the
temperature stays around 50°C. So, if multiple RPi2’s are used, some cooling is
required in order to keep them working at optimal performance temperature.
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6 Application Benchmarking

In this section, several Hadoop and video streaming benchmarks are analysed
to show that in a data centre environment the proposed setup has acceptable
performance.

6.1 Hadoop Benchmarks

A selection of Hadoop benchmarks is made to cover the most important aspects
of a Hadoop cluster. The benchmarks are part of the HiBench benchmark suite
[13], the standard Hadoop test suite and cover CPU bound computation and
generic computation on distributed big data. A comparison is made with the
CTIT cluster of the University of Twente where Hadoop runs on 32 Dell R415
servers.

Terasort is a benchmark which measures sort speed on large distributed files.
The benchmark consists of a map/reduce job which creates and sorts a multiple
of 100 byte rows and validates the results. A replication factor of one for the
output files was forced instead of the cluster default. This way the replication of
data throughout the cluster does not affect actual map/reduce performance.

Table 5. TeraSort benchmark

Raspberry Pi 2 CTIT

Nodes 5 8 5 8 5| 8- |- |-

Slots 8| 14 8 14| 8| 14/- |- |-

Maps 16| 16| 64| 64|80| 80|16|64|80
Reduces 8 8 8 8 8| 8| 8 8| 8
Data (GB) 1 1 7 7/10] 10| 1| 7|10
Total (s) 366 | 230 | 3584 | 1747 |- | 34122 (49|67
Avg. map (s) 70| 72| 144| 141 |- |261| 7|10 11
Avg. shuffle (s) | 70| 88|- 698 |- |830| 4|19|24
Avg. reduce (s) | 48| 49 1741 | 406 |- 550 2|15|21

The CTIT cluster has far more container slots and nodes than the RPi2
cluster. Enough slots were available to allocate all map/reduces at once in the
CTIT cluster and thus available slots are not mentioned in Table 5.

An inherent problem to a smaller cluster showed up in the 7 GB run on
five nodes and is caused by one of Hadoops optimizations for bigger clusters.
When a map task finishes on a node, Hadoop starts a reduce task on that same
node since the necessary data is already there. The nodes are configured to
run two concurrent tasks. With seven nodes available, this gives a total of 14
container slots of which one is the Application Master. With more map tasks
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than the amount of available containers, part of the tasks will run sequentially.
The problem is that as soon as the first batch of map tasks finishes, reduce tasks
get started on the nodes, so only few containers are available for the relatively
high amount of map tasks to be completed. The reduce tasks will have a lot of
idle time, because input data from the map tasks becomes available at a low
pace. Adding more nodes would solve this problem as enough slots should be
available to allocate the map jobs. This would bring the total running time closer
to the average map time.

Since the 7 GB run allocated 64 map tasks, it took a total of 1747s to com-
plete all jobs. The average reduce time is high, because the reducers were still
waiting for new input data. The shuffle time is the time to get the required data
as output by a map task to the correct reducer. As there are usually many more
map tasks then there are reduce tasks, this is a vital number for fast Hadoop
operations. The reducers were able to retrieve data from other nodes with a
reported speed of about 11 MB/s. This means Hadoop is most of the time writ-
ing into memory, as iperf3 showed that the write speed to the SD card is much
lower over the network.

The last problem showed up for the first time when TeraSort ran with 10GB
of data on 5 nodes. If Hadoop assigns two reduce tasks to a single node, they
have a lot of data to process, so the reduce tasks will use too much memory when
writing their results to HDFS causing the DataNode process to crash and get
kicked out of memory causing the reduce task to fail. Hadoop may then decide
to start two copies of the same job to the cluster. This amplifies the problem
with a small cluster, making the chance that two are running on a single node
significantly higher. This problem can likely be solved by changing the YARN
configuration so that only one reduce task may run on a single node.

Table 5 shows that the CTIT cluster’s total running time is ten times lower
when sorting 1 GB of data. The average map task also took roughly ten times
longer on the RPi2 cluster. The runs with more data were a lot slower on the
RPi2 cluster because not enough container slots were available in the cluster.
The average map took 24 times longer on the RPi2 cluster when sorting 10 GB
of data. This higher ratio could be the result of the low write speed to the SD
card when more data has to be handled.

Table 6. Pi benchmark for computation of the number 7«

Raspberry Pi 2 | CTIT

Containers 8 8 14 |- |-
Maps 6 120 12 | 612
Total (s) 996 | 1975 | 996 |40 | 40

Avg. map (s) |976| 981 975 | 32|32
Avg. shuffle (s) | 13| 978 13
Avg. reduce (s) | 2 2| 2
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The Pi benchmark was executed with a setup of five nodes with eight contain-
ers and a setup of eight nodes with 14 containers. The number 7 was computed
in the benchmark with 10? samples per map. Increasing the maps or samples for
the benchmark makes the estimation of m more accurate. From the Pi bench-
marks in Table6 it became clear that the average shuffle time depends on the
availability of the data for the reducers. The Pi benchmark generates very small
intermediate data which, if all maps can be allocated, takes only 13s of shuffle
time which is mostly overhead time from Hadoop due to hard coded polling
intervals. The runs with 8 available containers show the impact of a setup with
fewer available slots than there are maps to be run, compared with 6 maps and
12 maps with enough available nodes, the total duration depends on the speed
with which individual maps are finished. The results in Table 6 show that the
amount of maps does not influence running time for the Pi benchmark if enough
container slots are available. Thus we can directly compare the results between
the two systems. The CTIT cluster took 40s to complete the benchmark with
an average map time of 32s. In comparison the RPi2 cluster took 996 s to com-
plete with an average map time of 975s. This means that for this CPU bound
benchmark the processing cores in the CTIT cluster are roughly 30 times faster
than the processing cores from the RPi2.

6.2 Video Stream Benchmarks

The first benchmark streams and tests a video over the RTMP. Apache JMeter is
a benchmark tool that is executed on an external machine to measure the number
of streams a RPi2 can handle [3]. Apache JMeter allows to measure HTTP
capture. As a consequence, RTMP streams can be measured, since these are
encapsulated in HT'TP. After the RTMP video stream is started, the workload
of the stream is analysed over HT'TP by accessing a video via a web browser.
The RTMP stream has a rate of about 800 kbit/s for a small 230 MB video. The
following basic formula defines the theoretical maximum number of users:

bandwidth

max users = ——————,
bit rate stream

The theoretical maximum number of users with this formula is 118 with
100 Mbit bandwidth. The benchmark accessing videos through the web browser
allows 25 simultaneously connected users for streaming MPEG-4 (MP4) files
over HTTP. In the web browser less then the maximum users can connect, due
to the buffer and video conversion time.

For Synchronized Multimedia Integration Language (SMIL) a special SMIL
benchmark is used, that allows testing of different video streaming rates for
a single file. It is possible to switch the quality depending on the amount of
data that can get over the network, used in for example YouTube. Different
video qualities have been created by FFmpeg in the H.264 codec from a 230
MB source video, namely: 720p, 480p, 240p and 120p. During the test with
Apache JMeter 100 connections were simulated watching the video. There are
two scenarios that use server-side JW Player: the first allows the user to select
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video quality, the second automatically switches to an appropriate quality based
on the maximum achievable bitrate. In the first scenario the user chooses between
the 120p, 240p or 480p version of the 230 MB video. When the 480p version is
in use, freezing occurs; with the 120p and 240p versions no freezing is observed.
As a consequence, freezing can occur when users are allowed to select their own
quality; however when quality is automatically selected based on the maximum
bitrate, no freezing occurs.

In order to test an automatic adjustable bit stream with quality constraints,
a Video on Demand (VOD) benchmark is created. First, the converters FFmpeg
and nginx need to be started to share a video over RTMP. The media player
VLC is opened to indicate if there are any differences between VOD and a RTMP
stream. VOD shows no signs of videos freezing. This is because, VOD is equipped
to adjust the bit stream depending on the quality the stream and RTMP is not.
RTMP only allows to watch the video that is played at that moment, which is
similar to normal television.

7 Cluster in Server Racks

For the RPi2 to be useful in an enterprise environment, it must fit in standardised
server racks. Hardware breaks all the time in data centres, so it should be easily
accessible and replaceable to keep the data centre manageable. One disadvantage
of current RPi2 is the placement of the power connector and Ethernet connector.
The connectors are placed perpendicular to each other which makes it harder
to place the boards in a confined space. To keep the manageability of the data
centre two designs are proposed.

The rack must contain a power supply with sufficient ports and power to
handle all RPi2. The casing must contain some fans to generate airflow.

Fig. 7. Vertical and tilted RPi2 in a Fig. 8. Proposed RPi2 rack layout
1U server

Standard data centre racks contain often 42U of space. As defined by the EIA-
310 standard a single U is 44.50 mm high [14]. A 1U rack’s inside dimensions are
defined to be 450 mm wide, 44.43 mm high and at most 739.775 mm deep [15].
The RPi2 is 85.60 mm wide, 56 mm deep and 21 mm high. It has four standard
mounting holes for screws or spacers to fit through.
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The most efficient way to place the RPi2 in a small contained space is with
the power connector facing downwards. So it can be connected to power on the
bottom of the rack, and to Ethernet on the side, which would allow the easiest
access to a RPi2. Unfortunately, as can be seen in Fig.7, a vertically placed
RPi2 is a little higher than a standard U, so a bigger 1.5U rack should be used
to make it fit. A variation can be tried by tilting the RPi2 boards so they fit
in a 1U rack. The effect of this approach is shown in Fig. 7. Because of the low
angle, practically no overlap between the RPi2’s can exist. This removes the
main advantage of this approach.

The most obvious way to place the boards is to stack them in pairs of two
and fill up the rack. Stacks can easily be secured on the bottom of the rack server
by using spacers. The downside to this approach is the accessibility of the RPi2,
as either the top one or both RPi2 have to be removed. 12 RPi2 fit next to each
other in the rack, this gives 24 boards for a single row. While keeping space for
all cables and connectors, four rows fit in the width of a rack server. With the
power supply the estimated amount is 72 RPi2 for a 1U rack, seen in Fig. 8.

In order to provide all boards with Ethernet a 2U switch will be needed as a
1U switch can house a maximum of 48 Ethernet ports.

8 Conclusion and Future Work

The contribution of this paper is a fully functional distributed Hadoop and video
streaming setup with acceptable performance in the form of a micro data centre
consisting of multiple Raspberry Pi 2 Model B (RPi2)’s. A high concurrency and
low power setup that fits in a small 1U standardised form factor is proposed.
This cheap setup is especially beneficial when lower performance is acceptable
compared to expensive performance clusters. In the case of our two applica-
tions, acceptable performance is indeed attained, which is shown with the aid
of several application specific benchmarks. Moreover, several benchmarks are
performed on the cluster to ensure it functions properly inside data centre. A
network benchmark confirms an acceptable performance by showing that both
applications approach the maximum network bandwidth of about 94 Mbit/s
under full load. An amount of 72 RPi2’s in a 1U rack is expected to result in
a highly concurrent rack with acceptable performance while using only roughly
160 W under full load. In comparison to the CTIT cluster that easily consumes
kilowatts of power, programs with bigger map/reduce jobs like TeraSort ran only
24 times slower than this cluster. These numbers are promising when realising
that the RPi2’s have not yet an optimised architecture for support of a gigabit
connection over USB and improved SD card reader performance. Before scaling
this setup in a data centre environment, an appropriate solution to the large
number of cables is still required for manageability purposes. Furthermore, the
proposed setup could be used as a cheap micro version of a data centre to simu-
late existing applications before implementing the applications in an expensive
cluster.
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Abstract. Coupling of independent models in the form of a co-
simulation is a rather new approach for design and analysis of Smart
Grids. However, uncertainty of model parameters and outputs decreases
the significance of simulation results. Therefore, this paper presents an
ensemble-based uncertainty quantification system as an extension to the
already existing co-simulation framework mosaik.

Keywords: Smart Grid - Co-simulation - Uncertainty quantification -
Mosaik

1 Introduction

Smart Grid co-simulation is a relatively new approach for the development of
future energy grids. It combines different pre-existing simulation models and thus
decreases the modeling complexity of “systems of systems”. The co-simulation
framework mosaik! [1] has been developed to facilitate model coupling by pro-
viding an API for data exchange.

A crucial issue of simulation is the deviation between its results and observa-
tions made in the real world. This phenomenon is called uncertainty. It results
from model simplifications and errors in the model input. Thus, the concept of
uncertainty quantification (UQ) is used to compute the possible range of simu-
lation results.

UQ is especially crucial in the context of co-simulation, as illustrated in [2],
since the differently accurate component models make it hard for analysts to
assess the bias of the combined dynamics. However, due to the relative nov-
elty of Smart Grids and co-simulation, relevant UQ approaches are sparse and
oftentimes fail to address important aspects of the problem.

This paper illustrates a flexible UQ approach for co-simulation that is imple-
mented and tested within the mosaik framework.

! For up to date documentation and source code see: http://mosaik.offis.de.

© Springer International Publishing Switzerland 2016
A. Remke and B.R. Haverkort (Eds.): MMB & DFT 2016, LNCS 9629, pp. 199-202, 2016.
DOI: 10.1007/978-3-319-31559-1_16
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2 Application: Smart Grid Co-simulation with Mosaik

The purpose and mechanics of mosaik may be best illustrated with the help of an
exemplary use case. We assume a set of simple models of a power grid [3], a fridge
(self-developed), and a PV panel [4], as well as a software module that provides
weather data. All of these components are called simulators when implemented
and integrated into the mosaik simulation environment. Since the modeling has
typically been done by another party, the mosaik users can concentrate on the
creation of a simulation scenario. Thus, every model is treated as a black box and
is described solely via meta information specifying the type of the modeled sys-
tem, the model’s parameters, and the in- and output variables, called attributes,
that are used to interconnect the models.

In the example scenario, an LV grid with four nodes is created. Each node
experiences feed-in of active power P from one PV panel, and active power con-
sumption by two fridges. The PV panels again receive irradiation input from the
weather data file. This scenario may be used, e.g., to test an algorithm for the
balancing of fluctuating producers and controllable consumers. However, due to
model errors and uncertainty in the parametrization, the algorithm might not be
exposed to all realisticly possible scenarios. A UQ system can help to calculate the
full range of possible simulation outputs. The design of the UQ system is subject
to a number of requirements, derived from the mosaik application use case:

— The user should not need to adjust the code of the black box models,
— uncertainty in parameters as well as attributes should be considered,

— probabilistic uncertainty should be considered where it can be assessed,
— simulation scenario creation should not be impeded by UQ.

3 UQ System Architecture

The presented UQ system (Fig. 1) is geared to the modular design of mosaik, i.e. a
distinct UQ process is conducted for every utilized simulator. This process is often-
times divided into two steps: assessment, i.e. the identification and modeling of
initial uncertainties, and the propagation of these uncertainties through a model.

For the assessment, the UQ system provides a set of different uncertainty
models so that users can represent their knowledge about uncertainty sources
adequately. The most basic model for uncertainty is an interval while the most
complete one is a probability distribution. Mixtures between these two are prob-
ability boxes and Dempster-Shafer structures that can easily be converted into
each other and their marginal cases [5]. Uncertainty in respect to the parame-
ter values or the output of a model can be specified by using one or more of
these structures. This task is best conducted by the original modeler, and the
uncertainty specification stored in a file.

The propagation is conducted by replacing each model instance in the sce-
nario with an ensemble of model instances. Each ensemble consists of an input
and an output module as well as a set of ensemble members (model instances).



Ensemble-Based Uncertainty Quantification for Smart Grid Co-simulation 201

1. Assessment ~ Parameter | Specification File

Errors
- Output
Errors

__ Sampling

Scheme —‘Il
O )

2. Propagation

O )

Model
Instance

Model
; . Input —> O .
Uncertainty npu Instance utput Uncertainty
N Module Module
Structure

—>|

Structure

Model
\ ), Instance \ ,

Ensemble

Fig. 1. Software architecture of the UQ system.
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Fig. 2. UQ results for the flow of active power between two grid nodes over the course
of one day.

Ensembles do not exchange single values like normal mosaik simulators. They
exchange uncertainty structures that represent one of the uncertainty models
discussed above. The input modules are responsible for splitting these struc-
tures into different input values for the ensemble members. The output modules
combine the members’ output values to a new uncertainty structure and add an
output error if defined in the assessment file. Additionally, each member receives
a different set of parameter values, also based on the assessment information.
The partitioning of the uncertainty structures for parameters and attributes is
based on a sampling scheme. For the standard cases, space-filling latin hypercube
sampling (e.g. [6]) is sufficient. If probabilistic uncertainty models are employed,
kernel density estimators are used to express the distributions numerically, and
copulas to account for correlation between uncertainty sources.

The scenario described in Sect.2 has been used to illustrate the operation
of the UQ system. During the assessment phase, output uncertainty has been
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assumed for the weather data simulator due to given measurement error values.
The uncertainty of the PV and fridge models are realized as variance in the
parameter values since they may differ between varying real-world systems.

Figure 2 displays statistic measures for the flow of active power between two
nodes of the power grid. The gray area depicts the range of possible values, the
dashed dark gray lines the 5 %- and 95 %-quantiles, and the black line the mean
value that lies within the same range as the original simulation results. It is
obvious that averaged simulation results are not sufficient for, e.g., testing under
extreme conditions.

4 Conclusion

The presented system provides ensemble-based UQ capabilities for Smart Grid
co-simulation while satisfying the requirements set up in Sect. 2. It utilizes the
mosaik interface to communicate with models so that users may still consider
them black boxes. Uncertainty in the model output attributes and parameters
may be considered explicitly via assessment files while uncertain model input is
handled implicitly via exchange of uncertainty structures. These structures can
incorporate different uncertainty models so that probabilistic knowledge can be
considered (if available to the user) but is no necessity. Finally, the replacement
of model instances by ensemble instances leads to a structure of UQ scenarios
that is similar to standard mosaik scenarios so that the use of the UQ system
should be rather simple and non-limiting for mosaik users.

The UQ system is currently still under development, but expected to be
released as a mosaik extension when completed.
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